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Preface

About

This section briefly introduces the authors, the reviewers, the coverage of this book, the
technical skills, and the prerequisites that you'll need to get started.
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About Mastering Azure Machine Learning

The increase being seen in data volume today requires distributed systems, powerful
algorithms, and scalable cloud infrastructure to compute insights and train and deploy
machine learning (ML) models. This book will help you improve your knowledge of
building ML models using Azure and end-to-end ML pipelines on the cloud.

The book starts with an overview of an end-to-end ML project and a guide on how

to choose the right Azure service for different ML tasks. It then focuses on Azure
Machine Learning and takes you through the process of data experimentation, data
preparation, and feature engineering using Azure Machine Learning and Python. You'll
learn advanced feature extraction techniques using natural language processing (NLP),
classical ML techniques, and the secrets of both a great recommendation engine and

a performant computer vision model using deep learning methods. You'll also explore
how to train, optimize, and tune models using Azure Automated Machine Learning
and HyperDrive, and perform distributed training on Azure. Then, you'll learn different
deployment and monitoring techniques using Azure Kubernetes Services with Azure
Machine Learning, along with the basics of MLOps—DevOps for ML to automate your
ML process as CI/CD pipeline.

By the end of this book, you'll have mastered Azure Machine Learning and be able to
confidently design, build and operate scalable ML pipelines in Azure.

About the authors

Christoph Korner recently worked as a cloud solution architect for Microsoft,
specialising in Azure-based big data and machine learning solutions, where he was
responsible to design end-to-end machine learning and data science platforms. For

the last few months, he has been working as a senior software engineer at HubSpot,
building a large-scale analytics platform. Before Microsoft, Christoph was the technical
lead for big data at T-Mobile, where his team designed, implemented, and operated
large-scale data analytics and prediction pipelines on Hadoop. He has also authored
three books: Deep Learning in the Browser (for Bleeding Edge Press), Learning Responsive
Data Visualization, and Data Visualization with D3 and AngularJS (both for Packt).

Kaijisse Waaijer is an experienced technologist specializing in data platforms, machine
learning, and the Internet of Things. Kaijisse currently works for Microsoft EMEA as a
data platform consultant specializing in data science, machine learning, and big data.
She works constantly with customers across multiple industries as their trusted tech
advisor, helping them optimize their organizational data to create better outcomes and
business insights that drive value using Microsoft technologies. Her true passion lies
within the trading systems automation and applying deep learning and neural networks
to achieve advanced levels of prediction and automation.
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About the reviewers

Alexey Bokov is an experienced Azure architect and Microsoft technical evangelist
since 2011. He works closely with Microsoft's top-tier customers all around the

world to develop applications based on the Azure cloud platform. Building cloud-

based applications for challenging scenarios is his passion, along with helping the
development community to upskill and learn new things through hands-on exercises
and hacking. He's a long-time contributor to, and coauthor and reviewer of, many Azure
books, and, from time to time, is a speaker at Kubernetes events.

Marek Chmel is a Sr. Cloud Solutions Architect at Microsoft for Data & Artificial
Intelligence , speaker and trainer with more than 15 years' experience. He's a frequent
conference speaker, focusing on SQL Server, Azure and security topics. He has been
a Data Platform MVP since 2012 for 8 years. He has earned numerous certifications,
including MCSE: Data Management and Analytics, Azure Architect, Data Engineer
and Data Scientist Associate, EC Council Certified Ethical Hacker, and several
eLearnSecurity certifications.

Marek earned his MSc degree in business and informatics from Nottingham Trent
University. He started his career as a trainer for Microsoft Server courses and later
worked as Principal SharePoint and Principal Database Administrator.

Learning objectives

By the end of this book, you will be able to:

* Setup your Azure Machine Learning workspace for data experimentation and
visualization

* Perform ETL, data preparation, and feature extraction using Azure best practices
* Implement advanced feature extraction using NLP and word embeddings

* Train gradient boosted tree-ensembles, recommendation engines and deep neural
networks on Azure Machine Learning

* Use hyperparameter tuning and Azure Automated Machine Learning to optimize
your ML models

* Employ distributed ML on GPU clusters using Horovod in Azure Machine Learning
* Deploy, operate and manage your ML models at scale

* Automated your end-to-end ML process as CI/CD pipelines for MLOps
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Audience

This machine learning book is for data professionals, data analysts, data engineers, data
scientists, or machine learning developers who want to master scalable cloud-based
machine learning architectures in Azure. This book will help you use advanced Azure
services to build intelligent machine learning applications. A basic understanding of
Python and working knowledge of machine learning are mandatory.

Approach

This book will cover all required steps for building and operating a large-scale machine
learning pipeline on Azure in the same order as an actual machine learning project.

To get the most out of this book

Most code examples in this book require an Azure subscription to execute the code.
You can create an Azure account for free and receive USD 200 of credits to use within
30 days using the sign-up page at https: //azure.microsoft.com /free.

The easiest way to get started is by creating an Azure Machine Learning Workspace
(Basic or Enterprise) and subsequently creating a Compute Instance of VM type
STANDARD_D3_V2 in your workspace. The Compute Instance gives you access to a
JupyterLab or Jupyter Notebook environment with all essential libraries pre-installed
and works great for the authoring and execution of experiments.

Rather than running all experiments on Azure, you can also run some of the code
examples—especially the authoring code—on your local machine. To do so, you need
a Python runtime—preferably an interactive runtime such as JupyterLab or Jupyter
Notebook—with the Azure Machine Learning SDK installed. We recommend using
Python>=3.6.1.

Note

You can find more information about installing the SDK at https://docs.microsoft.
com/python/api/overview/azure/ml/install?view= azure-ml-py

We will use the following library versions throughout the book if not stated otherwise.
You can as well find a detailed description of all libraries used for each chapter in the
Github repository for this book (link available in the Download resources section).


https://azure.microsoft.com/free
https://docs.microsoft.com/python/api/overview/azure/ml/install?view= azure-ml-py
https://docs.microsoft.com/python/api/overview/azure/ml/install?view= azure-ml-py
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Library Version
azureml-sdk 1.3.0
pandas 0.23.4
numpy 1.16.2
scikit-learn 0.20.3
tensorflow 1.13.2
keras 2.3.1
seaborn 0.10.0
matplotlib 3.21

If you are using the digital version of this book, we advise you to type the code yourself
or access the code via the GitHub repository (link available in the Download resources
section). Doing so will help you avoid any potential errors related to the copying and
pasting of code.

To get the most out of this book, you should have experience in programming in Python
and have a basic understanding of popular ML and data manipulation libraries such as
TensorFlow, Keras, Scikit, and Pandas.

Conventions

Code words in the text, database table names, folder names, filenames, file extensions,
pathnames, dummy URLs, user input, and Twitter handles are shown as follows:

"The substring(start,length) expression can be used to extract a prefix from a column
into a new column "

Here's a sample block of code:
for url in product_image_urls:

res = cs_vision_analyze(url, key, features=['Description']) caption =
res['description']['captions'J[0]['text']

On many occasions, we have used angled brackets, <>. You need to replace these with
the actual parameter, and not use these brackets within the commands.

Download resources

The code bundle for this book is also hosted on GitHub at https: //github.com/
PacktPublishing /Mastering-Azure-Machine-Learning. You can find the YAML and other
files used in this book, which are referred to at relevant instances.

We also have other code bundles from our rich catalog of books and videos available at
https: //github.com /PacktPublishing. Check them out!



https://github.com/PacktPublishing/Mastering-Azure-Machine-Learning
https://github.com/PacktPublishing/Mastering-Azure-Machine-Learning
https://github.com/PacktPublishing




Section 1: Azure
Machine Learning

In the first part of the book, the reader will come to understand the steps and
requirements of an end-to-end machine learning pipeline and will be introduced to
the different Azure Machine Learning. The reader will learn how to choose a machine
learning service for a specific machine learning task.

This section comprises the following chapters:
* Chapter 1, Building an end-to-end machine learning pipeline in Azure

* Chapter 2, Choosing a machine learning service in Azure






Building an end-to-
end machine learning
pipeline in Azure

This first chapter covers all the required components for running a custom end-to-
end machine learning (ML) pipeline in Azure. Some sections might be a recap of your
existing knowledge with useful practical tips, step-by-step guidelines, and pointers to
using Azure services to perform ML at scale. You can see it as an overview of the book,
where we will dive into each section in great detail with many practical examples and a
lot of code during the remaining chapters of the book.

First, we will look at data experimentation techniques as a step-by-step process

for analyzing common insights, such as missing values, data distribution, feature
importance, and two-dimensional embedding techniques to estimate the expected
model performance of a classification task. In the second section, we will use these
insights about the data to perform data preprocessing and feature engineering, such
as normalization, the encoding of categorical and temporal variables, and transforming
text columns into meaningful features using Natural Language Processing (NLP).
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In the subsequent sections, we will recap the analytical process of training an ML model
by selecting a model, an error metric, and a train-testing split, and performing cross-
validation. Then, we will learn about techniques that help to improve the prediction
performance of a single model through hyperparameter tuning, model stacking, and
automated machine learning. Finally, we will cover the most common techniques for
model deployments, such as online real-time scoring and batch scoring.

The following topics will be covered in this chapter:
* Performing descriptive data exploration
* Common techniques for data preparation
* Choosing the right ML model to train data
* Optimization techniques

* Deploying and operating models

Performing descriptive data exploration

Descriptive data exploration is, without a doubt, one of the most important steps in

an ML project. If you want to clean data and build derived features or select an ML
algorithm to predict a target variable in your dataset, then you need to understand
your data first. Your data will define many of the necessary cleaning and preprocessing
steps; it will define which algorithms you can choose and it will ultimately define the
performance of your predictive model.

Hence, data exploration should be considered an important analytical step to
understanding whether your data is informative to build an ML model in the first

place. By analytical step, we mean that the exploration should be done as a structured
analytical process rather than a set of experimental tasks. Therefore, we will go through
a checklist of data exploration tasks that you can perform as an initial step in every ML
project—before starting any data cleaning, preprocessing, feature engineering, or model
selection.
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Once the data is provided, we will work through the following data exploration checklist
and try to get as many insights as possible about the data and its relation to the target
variable:

1. Analyze the data distribution and check for the following:

Data types (continuous, ordinal, nominal, or text)
Mean, median, and percentiles

Data skew

Outliers and minimum and maximum values

Null and missing values

Most common values

The number of unique values (in categorical features)

Correlations (in continuous features)

2. Analyze how the target variable is influenced by the features and check for the
following:

The regression coefficient (in regression)
Feature importance (in classification)

Categorical values with high error rates (in binary classification)

3. Analyze the difficulty of your prediction task.

By applying these steps, you will be able to understand the data and gain knowledge
about the required preprocessing tasks for your data—features and target variables.
Along with that, it will give you a good estimate of what difficulties you can expect in
your prediction task, which is essential for judging required algorithms and validation
strategies. You will also gain an insight into what possible feature engineering methods
could apply to your dataset and have a better understanding of how to select a good
error metric.

Note

You can use a representative subset of the data and extrapolate your hypothesis
and insights to the whole dataset
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Moving data to the cloud

Before we can start exploring the data, we need to make it available in our cloud
environment. While this seems like a trivial task, efficiently accessing data from a
new environment inside a corporate environment is not always easy. Also, uploading,
copying, and distributing the same data to many Virtual Machines (VMs) and data
science environments is not sustainable and doesn't scale well. For data exploration,
we only need a significant subset of the data that can easily be connected to all other
environments—rather than live access to a production database or data warehouse.

There is no wrong practice of uploading Comma-Separated Values (CSV) or
Tab-Separated Values (TSV) files to your experimentation environment or accessing
data via Java Database Connectivity (JDBC) from the source system. However, there are
a few easy tricks to optimize your workflow.

First, we will choose a data format optimized for data exploration. In the exploration
phase, we need to glance at the source data multiple times and explore the values,
feature dimensions, and target variables. Hence, using a human-readable text format
is usually very practical. In order to parse it efficiently, a delimiter-separated file, such
as CSV, is strongly recommended. CSV can be parsed efficiently and you can open and
browse it using any text editor.

Another small tweak that will bring you a significant performance improvement is
compressing the file using Gzip before uploading it to the cloud. This will make uploads,
loading, and downloads of this file much faster, while the compute resources spent on
decompression are minimal. Thanks to the nature of the tabular data, the compression
ratio will be very high. Most analytical frameworks for data processing, such as pandas
and Spark, can read and parse Gzipped files natively, which requires minimal-to-no
code changes. In addition, this only adds a small extra step for reading and analyzing
the file manually with an editor.

Once your training data is compressed, it's recommended to upload the Gzipped CSV
file to an Azure Storage container; a good choice would be Azure Blob storage. When
the data is stored in Blob storage, it can be conveniently accessed from any other
services within Azure, as well as from your local machine. This means if you scale your
experimentation environment from an Azure notebook to a compute cluster, your code
for accessing and reading the data will stay the same.

A fantastic cross-platform GUI tool to interact with many different Azure Storage
services is Azure Storage Explorer. Using this tool, it is very easy to efficiently upload
small and large files to Blob storage. It also allows you to generate direct links to your
files with an embedded access key. This technique is simple yet also super effective
when uploading hundreds of terabytes (TBs) from your local machine to the cloud. We
will discuss this in much more detail in Chapter 4, ETL, data preparation, and feature
extraction.
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Understanding missing values

Once the data is uploaded to the cloud—for example, using Azure Storage Explorer and
Azure Blob storage for your files—we can bring up a Notebook environment and start
exploring the data. The goal is to thoroughly explore your data in an analytical process
to understand the distribution of each dimension of your data. This is essential for
choosing any appropriate data preprocessing feature engineering and ML algorithms
for your use case.

Note

Please keep in mind that not only the feature dimensions but also the target
variable needs to be preprocessed and thoroughly analyzed.

Analyzing each dimension of a dataset with more than 100 feature dimensions is an
extremely time-consuming task. However, instead of randomly exploring feature
dimensions, you can analyze the dimensions ordered by feature importance and hence
significantly reduce your time working through the data. Like many other areas of
computer science, it is good to use an 80/20 principle for the initial data exploration
and so only use 20% of the features to achieve 80% of the performance. This sets you
up for a great start and you can always come back later to add more dimensions if
needed.

The first thing to look for in a new dataset is missing values for each feature dimension.
This will help you to gain a deeper understanding of the dataset and what actions could
be taken to resolve those. It's not uncommon to remove missing values or impute them
with zeros at the beginning of a project—however, this approach bears the risk of not
properly analyzing missing values in the first place.

Note

Missing values can be disguised as valid numeric or categorical values. Typical
examples are minimum or maximum values, -1, 0, or NaN. Hence, if you find the
values 32,767 (= 2'>-1) or 65,535 (= 2'¢-1) appearing multiple times in an integer
data column, they might well be missing values disguised as the maximum signed
or unsigned 16-bit integer representation. Always assume that your data contains
missing values and outliers in different shapes and representations. Your task is to
uncover, find, and clean them.
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Any prior knowledge about the data or domain will give you a competitive advantage
when working with the data. The reason for this is that you will be able to understand
missing values, outliers, and extremes in relation to the data and domain—which will
help you to perform better imputation, cleansing, or transformation. As the next step,
you should look for these outliers in your data, specifically for the following values:

* The absolute number (or percentage) of the null values (look for Null, "Null", ",
NaN, and so on)

* The absolute number (or percentage) of minimum and maximum values The
absolute number (or percentage) of the most common value (MODE) The absolute
number (or percentage) of value 0

* The absolute number (or percentage) of unique values

Once you have identified these values, we can use different preprocessing techniques
to impute missing values and normalize or exclude dimensions with outliers. You will
find many of these techniques, such as group mean imputation, in action in Chapter 4,
ETL, data preparation, and feature extraction.

Visualizing data distributions

Knowing the outliers, you can finally approach exploring the value distribution of
your dataset. This will help you understand which transformation and normalization
techniques should be applied during data preparation. Common distribution statistics
to look for in a continuous variable are the following:

* The mean or median value

* The minimum and maximum value

* The 25™ 50% (median), and 75" percentiles
* The data skew

Common techniques for visualizing these distributions are boxplots, density plots, or
histograms. Figure 1.1 shows these different visualization techniques plotted per target
class for a multi-class recognition dataset. Each of those methods has advantages

and disadvantages—boxplots show all relevant metrics, while being a bit harder to

read; density plots show very smooth shapes, while hiding some of the outliers; and
histograms don't let you spot the median and percentiles easily, while giving you a good
estimate for the data skew:
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Figure 1.1: Common techniques for visualizing data distributions—namely,
boxplots, density plots, and histograms

From the preceding visualization techniques, only histograms work well for categorical
data (both nominal and ordinal)—however, you could look at the number of values per
category. Another nice way to display the value distribution versus the target rate is in
a binary classification task. Figure 1.2 shows the version number of Windows Defender
against the malware detection rate (for non-touch devices) from the Microsoft malware
detection dataset:
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Figure 1.2: The version number of Windows Defender against the malware detection rate
(for non-touch devices)
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Many statistical ML algorithms require that the data is normally distributed and hence
needs to be normalized or standardized. Knowing the data distribution helps you to
choose which transformations need to be applied during data preparation. In practice,
it is often the case that data needs to be transformed, scaled, or normalized.

Finding correlated dimensions

Another common task in data exploration is looking for correlations in the dataset.

This will help you dismiss feature dimensions that are highly correlated and therefore
might influence your ML model. In linear regression models, for example, two highly
correlated independent variables will lead to large coefficients with opposite signs that
ultimately cancel each other out. A much more stable regression model can be found by
removing one of the correlated dimensions.

The Pearson correlation coefficient, for example, is a popular technique used to
measure the linear relationship between two variables on a scale from -1 (strongly
negatively correlated) to 1 (strongly positively correlated). @ indicates no linear relation
between the two variables in the Pearson correlation coefficient.

Figure 1.3 shows an example of a correlation matrix of the Boston housing price dataset,
consisting of only continuous variables. The correlations range from -1 to 1 and are
colored accordingly. The last row shows us the linear correlation between each feature
dimension and the target variable. We can immediately tell that the median value
(MEDV) of owner-occupied homes and the lower status (LSTAT) percentage of the
population are negatively correlated:
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Figure 1.3: An example of a correlation matrix of the Boston housing price dataset, consisting
continuous variables

It is worth mentioning that many correlation coefficients can only be between
numerical values. Ordinal variables can be encoded, for example, using integer encoding
and can also compute a meaningful correlation coefficient. For nominal data, you need
to fall back on different methods, such as Cramér's V to compute correlation. It is

worth noting that the input data doesn't need to be normalized (linearly scaled) before
computing the correlation coefficient.
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Measuring feature and target dependencies for regression

Once we have analyzed missing values, data distribution, and correlations, we can
start analyzing the relationship between the features and the target variable. This will
give us a good indication of the difficulty of the prediction problem and hence, the
expected baseline performance— which is essential for prioritizing feature engineering
efforts and choosing an appropriate ML model. Another great benefit of measuring this
dependency is ranking the feature dimensions by the impact on the target variable,
which you can use as a priority list for data exploration and preprocessing.

In a regression task, the target variable is numerical or ordinal. Therefore, we can
compute the correlation coefficient between the individual features and the target
variable to compute the linear dependency between the feature and the target. High
correlation, and so a high absolute correlation coefficient, indicates a strong linear
relationship exists. This gives us a great place to start for further exploration. However,
in many practical problems, it is rare to see a high (linear) correlation between the
feature and target variables.

One can also visualize this dependency between the feature and the target variable
using a scatter or regression plot. Figure 1.4 shows a regression plot between the
feature average number of rooms per dwelling (RM) and the target variable median
value of owner-occupied homes (MEDV) from the UCI Boston housing dataset. If the
regression line is at 45 degrees, then we have a perfect linear correlation:
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Figure 1.4: A regression plot between the feature, RM, and the target variable, MEDV
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Another great approach to determining this dependency is to fit a linear or logistic
regression model to the training data. The resulting model coefficients now give

a good explanation of the relationship—the higher the coefficient, the larger the

linear (for linear regression) or marginal (for logistic regression) dependency on the
target variable. Hence, sorting by coefficients results in a list of features ordered by
importance. Depending on the regression type, the input data should be normalized or
standardized.

Figure 1.5 shows an example of the correlation coefficients (the first column) of a fitted
Ordinary Least Squares (OLS) regression model:

coef std err t P=t] [0.025 0.975]

CRIM -0.1214 0033 -3.678 0.000 -0.186 -0.057

ZN 0.0470  0.014 3.384 0001 0.020 0.074
INDUS 00135 0.062 0.217 0.829 -0.109 0.136
CHAS 28400 0870 3.264 0.001 1.131 4.549
MOX -18.7580 3.851 -4.870 0000 -26.325 -11.191

RM 3.6581 0420 8.705 0.000 2.832 4.484

AGE 00036 0.013 0271 0787 -0.023 0.030

DIS -14908 0202 -7.394 0.000 -1.887 -1.095

RAD 0.2894  0.067 4325 0.000 0.158 0.421

TAX -0.0127 Q004 -3337 0001 -0.020 -0.005
PTRATIO -0.9375 0132 -7.091 0000 -1.197 -0.678
LSTAT -0.5520 0.051 -10.897 0.000 -DG52  -0.452
intercept 416173 4.936 8431 0.000 31919 51316

Omnibus: 171.096 Durbin-Watson: 1.077
Prob(Omnibus): 0.000 Jarque-Bera (JE): 709937
Shew: 1.477 Prob(JB): 6.90e-155

Kurtosis: 7.995 Cond. No. 1.17e+(d

Figure 1.5: The correlation coefficients of the OLS regression model

While the resulting R-squared metric (not shown) might not be good enough for a
baseline model, the ordering of the coefficients can help us to prioritize further data
exploration, preprocessing, and feature engineering.
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Visualizing feature and label dependency for classification

In a classification task with a multi-class nominal target variable, we can't use the
regression coefficients without further preprocessing the data. Another popular
method that works well out of the box is fitting a simple tree-based classifier to the
training data. Depending on the size of the training data, we could use a decision tree
or a tree-based ensemble classifier, such as random forest or gradient-boosted trees.
Doing so results in a feature importance ranking of the feature dimensions according
to the chosen split criterion. In the case of splitting by entropy, the features would

be sorted by information gain and hence, indicate which variables carry the most
information about the target.

Figure 1.6 shows the feature importance fitted by a tree-based ensemble classifier using
the entropy criterion from the UCI wine recognition dataset:
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Figure 1.6: A tree-based ensemble classifier using the entropy criterion


