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The Story Behind the Succinctly Series
of Books

Daniel Jebaraj, Vice President
Syncfusion, Inc.

taying on the cutting edge
As many of you may know, Syncfusion is a provider of software components for the

Microsoft platform. This puts us in the exciting but challenging position of always
being on the cutting edge.

Whenever platforms or tools are shipping out of Microsoft, which seems to be about
every other week these days, we have to educate ourselves, quickly.

Information is plentiful but harder to digest
In reality, this translates into a lot of book orders, blog searches, and Twitter scans.

While more information is becoming available on the Internet and more and more books are
being published, even on topics that are relatively new, one aspect that continues to inhibit us is
the inability to find concise technology overview books.

We are usually faced with two options: read several 500+ page books or scour the web for
relevant blog posts and other articles. Just as everyone else who has a job to do and customers
to serve, we find this quite frustrating.

The Succinctly series

This frustration translated into a deep desire to produce a series of concise technical books that
would be targeted at developers working on the Microsoft platform.

We firmly believe, given the background knowledge such developers have, that most topics can
be translated into books that are between 50 and 100 pages.

This is exactly what we resolved to accomplish with the Succinctly series. Isn’'t everything
wonderful born out of a deep desire to change things for the better?

The best authors, the best content

Each author was carefully chosen from a pool of talented experts who shared our vision. The
book you now hold in your hands, and the others available in this series, are a result of the
authors’ tireless work. You will find original content that is guaranteed to get you up and running
in about the time it takes to drink a few cups of coffee.



Free forever

Syncfusion will be working to produce books on several topics. The books will always be free.
Any updates we publish will also be free.

Free? What is the catch?

There is no catch here. Syncfusion has a vested interest in this effort.

As a component vendor, our unique claim has always been that we offer deeper and broader
frameworks than anyone else on the market. Developer education greatly helps us market and
sell against competing vendors who promise to “enable AJAX support with one click,” or “turn
the moon to cheese!”

Let us know what you think

If you have any topics of interest, thoughts, or feedback, please feel free to send them to us at
succinctly-series@syncfusion.com.

We sincerely hope you enjoy reading this book and that it helps you better understand the topic
of study. Thank you for reading.

Please follow us on Twitter and “Like” us on Face-book to help us spread the
word about the Succinctly series!
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Introduction

Hadoop is a collection of utilities that work together to enable distributed storage and processing
of very large datasets. Since its inception, it has almost exclusively been associated with Linux
operating systems. An example of this is the number of text books and publications focusing on
Hadoop for Linux. Conversely, the number of text books focusing on Hadoop for Windows is
almost non-existent.

It's important at this stage to be clear about what | mean when | say “Hadoop for Windows.”
Hadoop for Windows refers to Hadoop running directly on the Microsoft Windows operating
system, and native support for Windows must be provided.

Hadoop for Windows does not include:

e Hadoop running on Windows via an emulator or virtual machine
¢ Hadoop accessed via the cloud from a Windows machine
¢ Hadoop running on Windows via any kind of third-party container system

There are many online examples of people recommending the preceding options to run Hadoop
for Windows. They seem unaware that Hadoop can be installed directly onto Windows, so it's
not something they consider. The aim of this book is firstly to make people aware that Hadoop
runs perfectly on Windows. The subsequent aim is to guide the reader in the installation and
usage of Hadoop on the Windows platform.

Although this book is about Hadoop for Windows, it would not be credible to omit referring to
Linux where it's pertinent to do so. By comparing the two environments as operating systems for
Hadoop, we may discover the reasons behind the popularity of Linux. That said, there are some
fairly obvious reasons why Hadoop has been so heavily associated with Linux. Hadoop is open
source, S0 an open source operating system such as Linux was always a natural pairing; both
are also available free of charge. As important as the role of Linux has been, the role of
Microsoft is equally important. Microsoft deployed Hadoop in the cloud via HDInsight on
Microsoft Azure.

HDInsight was the result of Hortonworks collaborating with Microsoft, and was based upon the
Hortonworks Hadoop distribution. A desktop emulator version was available, and Hortonworks
released its own Hadoop distribution for Windows, which is now archived. Since then,
Hortonworks has promoted its Hadoop Sandbox for Windows that only runs on a virtual
machine. The end of HDInsight for Windows finally came in July 2018, leaving only HDInsight
for Linux. Naturally, it raised eyebrows that Microsoft ended HDInsight for Windows, and various
guestions were raised, including: Why was Hadoop for Windows named HDInsight? If you
asked IT professionals if they knew Microsoft had released Hadoop for Windows, how many
would know? The reality is that Microsoft has never released a multi-node version of Hadoop for
on-premises usage.

The optimum solution may have been to offer the same HDInsight solution on premises that
was offered in the cloud. There have been numerous products that haven’t done as well as they
could have, as they were primarily cloud-based. IBM Watson Analytics springs to mind—it’s an
intelligent piece of software, but unavailable on premises, so it lost on-premises sales.
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An on-premises setup puts you in control, but in Azure cloud you can only use Ranger, Kafka,
Interactive Query, and Spark on HDInsight for Linux. You can't use them in the retired HDInsight
for Windows, nor can you create or resize Windows clusters. Despite this, Microsoft feels that its
Hadoop deployment has an edge over competitors by using Azure Storage to store data,
instead of on-premises storage or nodes.

Cluster configuration =

0 Learn about HDInsight and cluster versions. =

Cluster configuration

* Cluster type @ * Operating system * Versicn
| Hadoop v Linux_||Windows Hadoop 2.7.3 (HDI 26) w

=

Cluster tier @

PREMIUM

Hadoop : Petabyte-scale processing with Hadoop components like MapReduce, Hive
(SQL on Hadoop), Pig, Sqoop and Cezie. If you are locking for Hive using LLAP, please
create an Interactive Query cluster,

Features

* denotes preview feature
Lyailable Mot available
+ Secure shell (35H) access + Apache Ranger® (PREMIUNM) @
+ HDInsight applications + Diomain joining™ (PREMIUM) @

+ Custom virtual network + Remote Desktop access @

+ Custom Hive metastore = Data Lake Store as metadata storage @

Figure 1: Cluster creation on HDInsight for Windows was retired in July 2018

These factors together may give the impression that running Hadoop for Windows has been a
challenge. All the more reason for letting users know they can easily run Hadoop on a
supported Windows platform, just like Linux users run Hadoop on supported Linux platforms.

Windows and Linux as environments for Hadoop

In addition to the points raised previously, it's important to understand the other reasons that
influence people's choice of using Hadoop on Linux or Windows. Requirements for Hadoop on
both Windows and Linux reveal less-demanding hardware requirements for Linux.



Table 1: General requirements for Hadoop for Windows and Linux

Hadoop for Windows

Hadoop on Linux

64-bit processor Quad/Hex/Octo Cores 2 GHz + 4 CPUs
RAM 8 GB, 16 GB to run all features 8 GB
Hard disk space 100 GB 60 GB

Monitor resolution

800 x 600 or higher

640 x 480 or higher

Architecture type

AMDG64, Intel x86, x86_64

AMDG64, Intel x86, x86_64

Table 2 shows that it’'s not just Hadoop, but also the Windows operating system, that is creating
more demanding requirements. Windows Server also has a cost, whereas Ubuntu Server is free

of charge.

Table 2: Windows Server 2016 vs. Linux Ubuntu Server 16.04 LTS minimum requirements

Windows Server 2016

Ubuntu Server 16.04LTS

64-bit processor

1.4 GHz

1 GHz or 300 MHz (minimum)

RAM

experience

512 MB or 2 GB for desktop

512 MB or 256 MB minimal
installation

Hard disk space

32 GB SATA drive

1.5GB-5GB

Monitor resolution

1024 x 768 or higher

640 x 480 or higher

Graphical user interface

Optional. Installed with or
without GUI.

Ubuntu Server has no default
GUI, external tools available

Architecture type

AMDG64, Intel x86_64, x86

AMDG64, Intel x86_64, x86
ARM

Cost per server

Windows Standard $883,
Datacenter $6,155

$0

These factors will clearly influence people’s choices when it comes to acquisition of a big data
solution. But in a corporate environment you would need internal or external support for your
solution, and this has a cost. The yearly support costs for Ubuntu Advantage support from
Canonical highlights the cost of using Linux Server in such an environment.

12



Table 3: 2018 Ubuntu Advantage Server support — Yearly costs per node in U.S. dollars

Physical node Virtual node
Essential support $225 $75
Standard support $750 $250
Advanced support $1,500 $500

Using Linux Ubuntu Desktop in a similar supported environment also has a cost, so essentially,
Linux in a corporate environment is not free.

Table 4: 2018 Ubuntu Desktop support — Yearly costs per node in US dollars

Physical node Virtual node

Standard support $150 $150

Advanced support $300 $300

Finally, Table 5 shows that the zero-cost Ubuntu desktop actually has higher system
requirements than Windows 10. This is not surprising, as Windows 10 is how an older system
with older basic requirements. Newer releases of Linux, such as Red Hat Enterprise
Workstation, offer unlimited RAM, the ability to use a second CPU socket, and four virtualized
guests.

Table 5: Windows 10 and Linux Ubuntu 16.04 Desktop recommended minimum requirements

Windows 10 Desktop Ubuntu Desktop 16.04 LTS

64-bit processor 1 GHz 2 GHz dual core
RAM 2 GB 2GB
Hard disk space 20 GB 25 GB
Monitor resolution 800 x 600 or higher 1024 x 768 or higher
Architecture type AMDG64, Intel x86, x86_64, AMDG64, Intel x86, x86_64,

ARM ARM
Cost Home $119, Pro $199 $0

By its very nature, the computer industry does not stand still. The long-held belief that Microsoft
is the operating system of choice for most users is still true. At the same time, Red Hat, Inc.
became the first open-source provider to reach revenues of more than a billion dollars. This fact
cannot be underestimated; the same can be said for Red Hat Enterprise Server, which many
corporate users prefer over Windows Server.




Microsoft is aware of these challenges; the reason it's possible to run Apache Hadoop for
Windows is because Microsoft made significant changes to the Windows operating system.
Official Apache Hadoop releases have included native support for Windows since Hadoop 2.2.
This has opened the door for Windows-based Hadoop and Windows-based Hadoop vendors.

With so many data applications running on Windows, it's important that they’re able to connect
to Hadoop as efficiently as possible. The optimum solution is for Hadoop to be available within
the same Windows environment as the applications themselves. Microsoft Power BI, for
example, can connect to 80 data sources, including Apache Hadoop File (HDFS) and other big
data solutions, without ODBC for Hive. | know of no other business intelligence application with
the ability to connect to so many systems.

All @ Planview Enterprise One - CMT (Beta) A
Eile @ Twilio (Beta)

Database tyGraph (Beta)

Azure E Webtrends (Beta)

- - 2 Zendesk (Eeta)
Online Services fe cendeskibeta

Other & Web
E} SharePaoint list
COData Feed

Active Directory

2 Microsoft Excha nge

<= Hadoop File (HDFS)

i1 Spark (Beta)

Figure 2: HDFS support in Microsoft Power Bl

Distributions of Hadoop for Windows

Apache Hadoop

The current version of Apache Hadoop is 2.9.2, and native support has been provided for
Windows since Apache Hadoop 2.2. Apache Hadoop 3.1.1 is also a popular release of the
software and good resources include Hadoop Wiki and the Apache Hadoop download page.
Windows owners used to automatic installers may find these resources for installing Hadoop
problematic. In the wider context, this includes Linux users having problems installing multi-
node Hadoop. This has led to companies taking Apache Hadoop and bundling it with other tools
to create user-friendly Hadoop installers.

14
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For the best experience, you require the solution to be 100 percent Apache Hadoop-compliant.
Apache Hadoop is free and open source, and by installing it yourself, you will learn more than
you will by using an automated installer. Once you get past the installation, the functions and
commands you use in Apache Hadoop are the same commands you use in other vendors’
bundled Hadoop distributions, provided they are Apache Hadoop-compliant.

Microsoft HDInsight

HDInsight for Windows was the Microsoft Hadoop offering based on the Hortonworks Hadoop
platform. As mentioned previously, it was available via Microsoft Azure cloud, and on premises
via HDInsight Desktop Emulator. It was retired in July 2018 in favor of HDInsight for Linux. You
will notice in the following screenshot that the latest HDInsight Emulator was a 2014 release, so
as of 2018, was four years old. The age of the last release may give some indication of
Microsoft’s commitment to on-premises HDInsight.

Mame Released Install
r Microsoft HDInsight Emulator for Windows Azure 2970872014 Remove
Microsoft Azure HDInsight Teols for Visual Studio 2012 177022015 Add
C-DESK C-Desk 26/05/2016 Add
= Microsoft Hive QDBC Driver 32 bit 0270772014 Add
= Microsoft Hive QDBC Driver 64 bit 0270772004 Add
Microsoft Azure Data Factory Tools for Visual Studic 2013 1910/2015 Add
Microsoft Azure Data Factory Tools for Visual Studie 2015 18/10/2015 Add

Figure 3: HDInsight Desktop Emulator for Windows

This means the only way to access a Hadoop distribution from Microsoft is cloud-based
HDInsight for Linux. This can be a cheaper option than on-premises Hadoop, and it's supported
by Canonical, which supports HDInsight 3.4 onward on Ubuntu Server. Ubuntu Server is now a
certified guest system for HDInsight access.

The reasons Microsoft gave for HDInsight now only being supported for Linux were:

A large community and ecosystem for support
Ability to exercise active development by the open-source community for Hadoop and
other big-data technologies

o Faster time-to-market for open-source big data technologies through HDInsight service

If Microsoft makes HDInsight open source, | can see their preceding reasons benefiting
HDInsight over time. But placing a non-open source project into an open source community is a
different proposition. Remember, there are companies with much bigger on-premises Hadoop
installations than your typical Microsoft Azure customer. They may be more interested in other
Microsoft big-data innovations with on-premises options.



In November 2018, the public preview of Microsoft Azure Service Fabric Mesh became
available. It's an upgrade of Azure Service Fabric that allows you to build applications on shared
nodes that scale as the need arises. Many elements of Microsoft Azure already run on Service
Fabric, which means that Hadoop is not the only big-data option for Microsoft. It's
straightforward to install a one- or five-node Azure Service Fabric system, thanks to the time
and resources Microsoft invested in it. If you choose to install it, ensure that there are no
warnings or errors, and that the Cluster Health State shows OK, as highlighted in Figure 4.

Microsoft Azure

Cluster http/,

ESSENTIALS

Rolnghormae oL cepieted

DASHBOARD

0

APPLICATIONS

ERROR WARNNG | HEALTHY FRROR WARNING | MEALTHY

0 0 1 0 0 0

Figure 4: Microsoft Azure Service Fabric Explorer installed locally
Hortonworks
Hortonworks on-premises Hadoop took the form of an offline installer for Windows. As

previously mentioned, the product is now archived, and Hortonworks promotes its Sandbox
running on VMware or Virtual Box in Windows.

16
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HDP directory

||::‘-J'|dp | Browse

Log directory {® Corfigure Single Node Export

| | Browse () Configure Mutti Node Import

Data directory (] Delete existing HDP data -

||::‘\d'|dpdata | Browse set
- "Hadoop" user password

MNamenode data directory | | [] sh Cancel

||::“d'|dpdatann | Browse o

Datanode data directony

||::‘-J'|dpdatadn | Browse

Main components |Additional components Ranger Policy Admin Ranger plugins User/Group Sync Frocess Ranger|* | ¢

Hogts

MWamenode Host Secondary Namenode Host
SERVERSYNCDO1 SERVERSYNCDN
ResourceManager Host Hive Server Host
SERVERSYNCDO1 SERVERSYNCDN

Oozie Server Host WebHcat Host
SERVERSYNCDO1 SERVERSYNCDON

Slave hosts Client Hosts
SERVERSYNCDO1 Browse for file SERVERSYMNCDO1 Clea
Zookeeper hosts

SERVERSYNCDO1

[] Enable L70 codec [ ] Use Tezin Hive [ ] Enable GZip compression [ Install Dozie Webconsole

Database Settings

Hive DB Mame COozie DB Name

| || |
Hive DB Usemame Qozie DB Usemame

| || |
Hive DB Password Quozie DB Password

| || |

DB Havaor Database hostname Database port

MSSQL | |SERVERSYNCDO1 | [1433 |

Figure 5: Hortonworks HDP v2.3, a Hadoop installer for Windows

Hortonworks Sandbox is able to bypass issues associated with installing Hadoop on premises.

That said, in my experience Hortonworks HDP installer works perfectly on Windows, so why is

the Sandbox needed? Sure, it's not the most intuitive installer, but don’t let this detract from the
positives. | found it very fast and very thorough, and it provided smoke tests to ensure that Pig,
Hive, and the Hadoop Ecosystem were working perfectly.



AvgMapTime

bytes) from: "hdfs: 4 828 user/hadoop/hadoop-1545

ytes) im: “hdfs:/ afuser/hadoop/out-154584

Figure 6: Post Installation Smoke Test for Pig on Hortonworks HDP v2.3 for Windows

While the HDP installer provides a classic Hadoop installation from the command line, the
interactive Hortonworks Sandbox interface isn’t available in Windows. Would the more
interactive Sandbox environment running directly on Windows have been a better version of
Hadoop to build for Windows? If Windows is anything, it’s interactive!

Component Version

MR
Hortonworks

Figure 7: Hortonworks Sandbox, only on Windows via VM
Syncfusion Big Data Platform

Where Hortonworks tried to produce on premises Hadoop for Windows, Syncfusion succeeded.
The Syncfusion Big Data Platform runs perfectly on Windows and can be installed in much the
same as any other Windows software. It's slightly more complex for multi-node installation, but
that is partly the nature of Hadoop. Importantly, with each new release of the platform, there has
been significant progress.
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Some users of the Hortonworks HDP platform raised issues, such as having to set up nodes
manually. With Syncfusion you don’t have to—it's made adding nodes and creating clusters
straightforward, while adding seamless integration with Active Directory. This gives the user a
choice of on-and-off-premises deployment options, and as an offline installer for Hadoop,
Syncfusion Big Data Platform is unsurpassed. The online installations from major Hadoop
vendors for Linux are impressive, but installing offline isn’t always so easy. Syncfusion Big Data
platform puts you in control of where, when, and how you want to install Hadoop. It’s interesting
that the best offline Hadoop installer on any platform is for a Windows platform.

c?lo CLUSTER MANAGER T BIG DATA STUDIO
& User irendly produection daster mplemertabon that i apbmeed lodr Windows #  Interactrve Big Data érraranement Tod Windows
&  lmstall s complete production cluster on Windows In minutes * cludes, deweloper edition of Apsche Fadoco for oifline development

® Manage snd monibor ultiple Hadoop clusiers at a brme

CLUSTER MANAGER KEY FEATURES

# Canconmect io local and remole clusiers

& Essily create and manage multiphe Hedoop cuiben o » bee
& Easily scabe the cluster by adding additioral data nodes
#  Real time monitoning and pensodic alert notification L
#  Submit and monitor Oorle jobs _ m
& Inclodes support for HEae snd Spark arifos (123
& Suppost for md b dsts bacinsp and restiore from both . -
Hadaop dhetber and ATune blob storsge F—

Figure 8: Syncfusion Big Data Platform



Chapter 1 Installing Hadoop for Windows

Choosing a Hadoop distribution to install

In the first chapter | will do an installation of Apache Hadoop for Windows. This is a version of
Hadoop that is totally free, and is the basis of all Hadoop distributions. To test whether Hadoop
can be installed on pretty much any Windows PC, | will do a local installation on Windows 8.
While the screenshots | show are from Windows 8, the process on Windows 10 and Windows
Server is similar, and you shouldn't have any trouble making the necessary adjustments. It's
important that you don’t feel you need the latest shiny, new PC to run Hadoop, though later
when we look at multi-node installations, we will use multiple Windows Server 2016 machines.
The PC in this exercise meets the requirements shown in Table 1, with 8 GB of RAM, a Quad
Core 2.4 GHz AMD processor, and solid-state drives.

Apache Hadoop installation prerequisites

e JAVA 1.6 or later: You can download the 64-bit Windows .jdk file jdk-8u191-windows-
x64 from here. It is important to state why a prerequisite is required, so the nature of the
dependency on the prerequisite is understood. Hadoop is a Java-based application that
creates various dependencies on Java. For example, in a single-node Hadoop
installation, there is a single Java process running all Hadoop functions. Without Java,
all those functions would be unavailable. It is essential to have the right version and
architecture of Java, and a 64-bit JDK higher than 1.6 should always be chosen to install
Hadoop for Windows.

e Hadoop 2.0 or later: You can download the Hadoop binary file hadoop-2.9.2.tar.gz
from here.

e Microsoft Windows: Windows 7, 8, 10, and Windows Server 2008 and above.

e Additional prerequisites: You'll also need a text editor, such as Notepad or Notepad
++, for writing short amounts of code, and Winutils 3.1, which you can download from
GitHub.

Java installation for Hadoop for Windows

Run the downloaded Java installer, following the onscreen instructions to complete the
installation. Ensure that you right-click on the Java installation file and choose Run as
administrator from the menu. You will see a User Account Control message asking you to
allow the application to make changes to your computer, to which you answer Yes. Follow the
onscreen prompts to install Java, including the following screen, where you can accept the
default installation path.
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o

Select optional features to install from the list below. You can change your choice of features after
installation by using the Add/Remove Programs utility in the Control Panel

M= | o=velopment Tools
- (=~ | Source Code
= ~ | Public JRE

Install to:

C:\Program Files\Javaljdk1.5.0_191%

Feature Description

Java SE Development Kit 8
Update 191 (64-hit), induding
the JavaF¥ SDK, a private JRE,
and the Java Mission Control
tools suite. This will require
180ME on your hard drive.

Figure 9: Default Java installation path

Java SE Development Kit 8 Update 191 (64-bit) Successfully Installed

Click Mext Steps to access tutorials, APT documentation, developer guides, release notes
and more to help you get started with the DK,

Figure 10: Successful Java installation




Ensure that you see the screen informing you that Java has been successfully installed.

Go to Control Panel > System and Security > System and click Advanced System Settings,
and then click the System Environment Variables button. Whether creating a new
environment variable for JAVA_HOME or editing an existing one, you must alter the Program
Files text to text that Hadoop can interpret. On Windows 8, to create a Hadoop-compatible
JAVA_HOME file instead of entering Program Files, insert Progra~1 when entering the Java
location in the Variable value field. On Windows 10 and Windows Server, avoid folder names
with blank spaces.

Edit System Variable “
Varisble name: | JAVA_HOME |
Variable value: C:VProgra~1Yavaljdk1.8.0_191

Figure 11: Hadoop compatible Java Home

Please ensure that you add the JAVA_HOME to the Path variable in System Variables. In this
instance, it is done by adding %JAVA_HOME%\bin between semi colons in the Path Variable
value field. Use the java -version command from a command prompt to ensure that Java is
installed and running correctly.

System variables

Edit System Variable ﬂ
Variable name: Path
Variable value: tic; %6JAVA_HOME%%\bin; C: \Program Files\C |

Figure 12: Adding Java Home to the Path Variable

Apache Hadoop installation
1. Create afolder called C:\hadoop on your hard drive.

2. Using an application such as 7-Zip File Manager, extract the Hadoop binary file hadoop-
2.9.2.tar.gz from this website to a directory of your choice, or directly to
C:\hadoop\hadoop-2.9.2. If you choose to extract the files to a directory of your choice,
then you first have to copy the extracted files to C:\hadoop. You may find it more
convenient to extract them directly to C:\hadoop, which will then have an extracted
folder in it called hadoop-2.9.2, so you end up with the C:\hadoop\hadoop-2.9.2 folders.
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3. You can now create a HADOOP_HOME similar to how we created one previously, by

going back to Control Panel > System and Security > System, clicking Advanced
System Settings, and then clicking the Environment Variables button. Create the
Hadoop home by adding the system variable name HADOOP_HOME, with the system
variable value being the folder that we extracted the Hadoop binary to, which was
C:\hadoop\hadoop-2.9.2.

Variable name: | HADOOP_HOME

Variable value: | C:'hadoopthadoop-2.9.2

0K

Figure 13: Creating a Hadoop Home

System variables

Variable name: | Fath| |

Variable value: | %\bin;%H.ﬁ.DDDP_HDME%\bin;C:\Program|

| ()4 | | Cancel |

Figure 14: Adding Hadoop Home to the Path variable

We must add the HADOOP_HOME file to the Path variable in System variables. In this
instance, it is done by adding %HADOOP_HOME%\bin between semi colons in the Variable
value field.

In addition, we must add a second HADOOP_HOME to the Path variable for the folder in
Hadoop called sbin. This is done by adding %HADOOP_HOME%\sbin between semi colons in
the Variable value field. You should now have Hadoop and Java homes, and two Hadoop path
variables.

[ 23




IUser variables for Dave

Variable Value

Path ;C:Program Files\Azure Data Studiothin

TEMP %ol ISERPROFILES:\AppDataLocal \Temp

T™MP %ol JSERPROFILES:\AppData\Local\Temp
Mew. .. Edit... Delete

System variables

Yariable Value 2

FP_NO_HOST_C... NO

HADOOP _HOME — C:‘hadoophadoop-2.9.2

JAaVA_HOME C:\Progra~1\Javatjdk1.8.0_191

NUMBER_OF P... 4 v
Mew... Edit... Delete

—

Figure 15: Java and Hadoop homes

The resource page | mentioned previously is an official Apache resource that will assist us in
finishing the installation. The area of the site we need first is “Section 3.1. Example HDFS
Configuration,” which states:

“Before you can start the Hadoop Daemons you will need to make a few edits to
configuration files. The configuration file templates will all be found in
c:\deploy\etc\hadoop, assuming your installation directory is c:\deploy.”

Since our installation is at C:\hadoop\hadoop-2.9.2, our configuration file templates will be
located at C:\hadoop\hadoop-2.9.2\etc\hadoop\. The first file we need to edit is the core-
site.xml file. The following code listing shows the format of the core-site.xml file, which is the
style that we need to adapt. You will need your code editor at this point (I am using Notepad++).

24


https://wiki.apache.org/hadoop/Hadoop2OnWindows

Code Listing 1: The core-site.xml file format

<configuration>

<property>
<name>fs.default.name</name>
<value>hdfs://0.0.0.0:19000</value>
</property>

</configuration>

We need to substitute the name and value elements shown on the core-site.xml file on the
Apache Wiki page for values in the installation we are carrying out. The values we require are
contained in the following code listing and reflect our current Hadoop installation.

Code Listing 2: Editing the core-site.xml file

<?xml version="1.0" encoding="UTF-8"?>
<?xml-stylesheet type="text/xsl"href="configuration.xsl"?>

<configuration>

<property>

<name>fs.defaultFS</name>
<value>hdfs://localhost:9000</value>
</property>

</configuration>

We need to do the same for the hdfs-site.xml file template, and the new values we require are
in the following code listing.

Code Listing 3: Editing the hdfs-site.xml template

<configuration>

<property>

<name>dfs.replication</name>

<value>1</value>

</property>

<property>

<name>dfs.namenode.name.dir</name>
<value>file:///C:/Hadoop/hadoop-2.9.2/namenode</value>
</property>

<property>

<name>dfs.datanode.data.dir</name>
<value>file:///C:/Hadoop/hadoop-2.9.2/datanode</value>
</property>

</configuration>

Note: You must create two folders in the C:\Hadoop\hadoop-2.9.2\ folder in
Windows Explorer to reflect the namenode and datanode directories mentioned in



Code Listing 3. Note that the Hadoop configuration files use forward slashes instead
of backward slashes in file paths, even on Windows systems.

Next, we need to edit the mapred-site.xml configuration file; the values required are shown in
the following code listing.

Code Listing 4: Editing the mapred-site.xml configuration file

<configuration>

<property>
<name>mapreduce.framework.name</name>
<value>yarn</value>

</property>

</configuration>

We also need to edit the yarn-site.xml configuration file; the values required are provided in the
following code listing.

Code Listing 5: Editing the yarn-site.xml configuration file

<configuration>

<property>

<name>yarn.nodemanager.aux-services</name>
<value>mapreduce_shuffle</value>

</property>

<property>
<name>yarn.nodemanager.auxservices.mapreduce.shuffle.class</name>
<value>org.apache.hadoop.mapred.ShuffleHandler</value>
</property>

</configuration>

Next, follow these steps:

1. Replace the bin folder at C:\hadoop\hadoop-2.9.2\bin with a bin folder extracted from
here.

2. Extract the bin folder from the apache-hadoop-3.1.0-winutils-master file downloaded
from here.

3. Make a copy of the bin folder at C:\hadoop\hadoop-2.9.2\bin, and then delete the
folder you made the copy from.

4. Copy the bin folder you extracted from the apache-hadoop-3.1.0-winutils-master file to
C:\hadoop\hadoop-2.9.2\; it replaces the bin folder you deleted.


https://github.com/s911415/apache-hadoop-3.1.0-winutils.
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Now we must follow the instructions in section 3.4 of the Hadoop Wiki page, “3.4. Format the
FileSystem.” This is done by executing the following command (with administrator privileges)
from a command shell:

Code Listing 6: Format of the Filesystem

hdfs namenode -format

You should now see the following on your screen.

| Administrator; Command Prompt

metrics . TopMetrics: HMTop conf: dfs_namenode.top.num.user

a
181287 B3:45:23 INFQ metrics.TopMetrics: MMTop conf: dfs.namenode.top.windows.
inutes = 1.5,.25
812709 BA3:45:23 INFQ namenode .FSMamesystem: Retry cache on namenode is enahled

8,127,809 B3:45:23 INFO namenode .FSMamesystem: Retry cache will use B.83 of total
heap and retry cache entry expiry time iz 6BBAAEAE millis
B3:45:23 INFO util.GSet: Gumputlng capacity for map HameModeRetryCache
A3:45:23 INFO util.GSet: UM ty = b4-hit
B3:45:23 INFO util.GSet: B@. 829999999329447?46/ max memory 889 MB = 273.

B3:45:23 INFQ util.GSet: capacity = 215 = 3278 entries

B3:45:23 INF0O namenode .FE&Image: Allocated new BlockPoolld: BP-119398448
-127_.8.8_1-1544327123726
8-12-09 B3:45:23 INFO common.Storage: Storage directory G:Hadoopshadeoop-2.9.2%
amenode has heen zuccessfully formatted.
8-12-.09 B3:45:23 INFO namenode .FSImageFormatProtobuf: Saving image file C:“Hado
p\baduup—Z.?.2\namenude\current\fﬂimage.ckpt_ﬂEBBBEEEBBBEEEEEEEE using no compr
ession
812709 B3:45:24 INFO namenode .FSImageFormatProtobuf: Image file C:“Hadoop“hado
2.9 _2xnamenode*currentsfsimage .ckpt_H0000AAAAEBBBOOOAAA of size 322 hytes sav
ed in B seconds .
812,09 A3:45:24 THFO namenode .HNStorageRetentionManager: Going to retain 1 ima
es with txid >= 8
8-,12/089 B3:45:24 INFO namenode .MameMode: SHUTDOWN_MSG:
oE-Je e -3uE e Jf 3o o3 Jef - nE-Je eI 3ef oo Jef - Jof e oo~ IeE - JeE e 3o o3 -Jef - nE-Je e JE-Jef eI -Jef - oo - Jef e - JeE e JeE e e Juf el e -Jef e
HUTDOWN_MSG: Shutting down MameMode at HSERVERA127.0.8.1

s

ssMindowsssystemd2 >

Figure 16: Successful formatting of the Filesystem

You must now copy the hadoop-yarn-server-timelineservice-2.9.2 file from
C:\hadoop\hadoop-2.9.2\share\hadoop\yarn\timelineservice to the folder
C:\hadoop\hadoop-2.9.2\share\hadoop\yarn. We can start Hadoop with the instructions in
sections 3.5 and 3.6. of the Hadoop Wiki page, called “3.5. Start HDFS Daemons” and “3.6.
Start YARN Daemons and run a YARN job.”

You start HDFS daemons by running the following code from the command prompt.

Code Listing 7: Start HDFS Daemons command

start-dfs.cmd

You start YARN daemons and run a YARN job by running the following code.


https://wiki.apache.org/hadoop/Hadoop2OnWindows

Code Listing 8: Start YARN daemons and run a YARN job command

start-yarn.cmd

You should now see the Hadoop namenode and datanode successfully started.

=N Apache Hadoop Distribution - hadoop namenode =

torage types=RAM_DISK=@, SED=8, DISK=B. ARCHIVE=8

18-12-11 BW:-12:56 INF0O bhlockmanagement.CacheReplicationMonitor: Starting
plicationMonitor with interval 38600 millizeconds

18,1211 BA:=12:59 INF0O hdfs.StateChange: BLOCK* registerDatanode: from Da
pgistrationtl2?.0.0.1:580108, datanodeluid=-87336852h-1f47-46bc—Db?fa—-164aba”?
infoPort=58875%, infoSecurePort=H, ipcPort=580208, storagelnfo=lv=-5%7;cid=C
fhle—f281-46d3—hBdc—f22af6781752 ;nsid=164375842 ;c=1544327123726> storage
h—1f47-46hc—-bh?fa—164abha?4hded
181211 B8:12:59 IHNF0 net.HetworkTopology: Adding a new node: sdefault—r
.A.8.1:586818
18 1211 B8:12:59 IHFO blockmanagement.BlockReportLeaseManager: Registere
33052h—-1f47-46hc—-h?fa—164aba?4hded <127.8.8.1:58818>.
181211 BB:12:52 IHFD blockmanagement .DatanodeDescriptor: Adding new sto
DE—cBB4b6fb—cc29—41h5—75%c—alcS5cc?688c? for DN 127.8.8.1:588108
18,1211 BB:12:59 IHFD BlockStateChange: BLOCK* processReport BxZdbaef4dle
: Processing first storage report for DS—cB884h6fb6-—ccZ2?7-41b5—75%c—alchoeo?h
om datanode B733052h—1f47—-46bc—h?fa—1b64aba?4hde4
181211 BA:-12:59 INF0O BlockStateChange: BLOCK* procezszReport Bx2dhaefdle
: from storage DE—cB84b6f6—cc29—41b5—959c—alchcc?6B88c? node DatanodeRegis
(127 .A.08.1:560018, datanodeluid=A733052h—1f47—-46bc—h?fa—164abha?4hded, info
A7% ., infofecurePort=0, ipcPort=50020, storagelnfo=lv=—57;cid=CID-2%edfble
hd3—hBdc—f22af6 781752 ;nsid=164375842 ;c=1544327123726>,. hlocks: B. hasStal
g: false, processing time: 4 msecs, invalidatedBlocks: @

node“current: 2Zms

18-12-11 AA:12:57 INFO datanode.UolumeScanner: UolumeScanner<C:“Hadoop“had
2sdatanode, DE—cBB4b6f6—cc2?—41b5—9259c—alcScc?688c?>: no suitable block
found to scan. Waiting 1654935748 ms.
18-12-11 B8:12:59 INF0 datanode.DirectoryScanner: Periodic Directory Tree
ation szcan starting at 11-12-18 BA:32 with interval of 2160000Ams
18-12-11 B@:12:59 INF0 datanode.DataMode: Block pool BP-1193984486-127.8.8
4327123726 (Datanode Uuid 8733852bh—1f47-46bc—-h?fa—-164aba?4bded> zervice to
host-127.8.8.1:98000 beginning handshake with HH
G-s1L2-11 BA:1LZ2:57 THFO datanode.DataNode: EBElock pool Block pool BP-1173784
B.A.1-1544327123726 (Datanode Uuid 8733052bh—1f47-46bc—h?fa—164aba?4bded>
e to localhost 127 .8.8.1:98080 successfully regizstered with MM
181211 B@:12:59 INF0 datanode.DataMode: For namenode localhost-s12%7_8.8.1
1z ing BLOCKREPORT _IMTERUAL of 216800800msec CACHEREPORT _IMTERUAL of 18888ms
ial delay: Bmzec; heartBeatInterval=3888
18-12-11 AA:12:57 INFO datanode.DataMode: Succeszsfully szent block report B
f42ebhfcddbc,. containing 1 storage reportis>, of which we szent 1. The repo
B total blocks and uszed 1 RPC{s>». This took 18 msec to generate and 111
for RPC and NN processing. Got back one command: FinalizeCommand~5.
18-12-11 AA:12:57 INFO datanode.DataMode: Got finalize command for bhlock p
1123784486-127.0.0.1-15443271 23726

Figure 17: Hadoop namenode and datanode started successfully

In addition, you will see the YARN resourcemanager and YARN nodemanager successfully
started.
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=N Apache Hadoop Distribution - yarn  resourcemanager =

expired delegation token remover thread, tokenRemoverScanInterval=6H min(sl
18-12-11 BA: 14 28 IMF0Q delegation.fAbst PactDelegat1unTukenEecretHanager' Updating
the current master key for generating delegation tokens
Dec 11, 28018 12:14:28 AM com.sun.jersey.guice.spi.container.GuiceComponentProvid
erFactory register
INFO: Registering org.apache.hadoop.varn.server.resourcemanager.wehapp. JAXBConte
tResolver as a provider class
Dec 11, 2818 12:14:28 AN com.sun.jersey.guice.spi.container.GuiceComponentProvid
erFactory register
INFO: Registering org.apache.hadoop.yarn.server.resourcemanager.wehapp. RHlehSeru
ices as a root resource class
Dec 11. 2018 12:14:28 HAA com.sun.jerseyv.guice.spi.container.GuiceComponentProvid
erFactory register
INFO: Registering org.apache.hadoop.yvarn._.webhapp.GenericExceptionHandler as a pro
ider class
Dec 11, 2018 12:14:28 AM com.sun.jersey.server.inpl.application.WebApplicationIm
_initiate
Initiating Jersey application, version ’'Jersey: 1.9 82-82-2011 11:17 AW’
Dec 11, 2018 12:14:28 AM com.sun.jersey.guice.spi.container.GuiceComponentProvid
erFactory getComponentProvider
INFO: Binding org.apache _hadoop.varn.server.resourcemanager.wehapp. JAXBContextRe
olver to GuiceManagedComponentProvider with the scope "Singleton®
Dec 11, 28018 12:14:29? AM com.sun.jersey.guice.spi.container.GuiceComponentProvid
erFactory getComponentProvider
INFO: Bindin .apache .hadoo arn.wehapp.GenericExceptionHandler to GuiceMana

B Apache Hadoop Distribution - yarn  nodemanager -

erFactory getComponentProvider

INFO: Binding org.apache . hadoop.varn.webhapp.GenericExceptionHandler to GuiceMana
edComponentProvider with the szcope "Singleton®

Dec 11, 2018 12:14:38 AM com.zun.jersey.guice.spi.container.GuiceComponentProvid

erFactory getComponentProvider

INFO: Binding org.apache . hadoop.varn.server.nodemanager.wehapp.MMilehServices to
uiceManagedComponentProvider with the scope "Singleton®

181211 BA:=14:38 INFO morthay.log: Started HttpServer2$SelectChannelConnectorWi
hEafeStartuplPd.A.0.0:8042

181211 AA:14:38 INFO wehapp.WebApp=z: Weh app node started at 8042

181211 AA:14:38 INFO nodemanager.ModeStatuslUpdaterImpl: Mode ID assigned is =
SERUVER: 1147

181211 AA:14:38 INFO util.JvmPauseMonitor: Starting JUM pause monitor

181211 BA:14:38 INFO client.RMProxy: Connecting to ResourceManager at ~8.0.8.8

-8@31

181211 BA:14:3? INFO nodemanager.ModeStatusUpdaterImpl: Sending out @ MM conta

iner statuses: [1

181211 AA:14:39 INFO nodemanager.ModeStatuslUpdaterImpl: Registering with RM us

ing containers =[]

18,1211 BA:14:392 INFO security.NMContainerTokenSecretManager: Rolling master—ke
for container—tokens, got key with id 717535203

18-12-11 BA:14:3? INF0 security.MMTIokenSecretManagerInMM: Rolling master—key for
container—tokens, got key with id 682953821

18-12-11 BA:14:3? INF0 nodemanager.ModeStatuslUpdaterImpl: Registered with Resour
eManager az HEERUER:114% with total resource of <memory:8192, vCoresz: 8>

Figure 18: Yarn resourcemanager and Yarn nodemanager successfully started



The finished Hadoop installation directory is shown in the following image. | have added a folder
called datastore, into which | have placed two text files called ukhousetransactions.txt and
ukhousetransactions2.txt.

hadoop » hadoop-2.92 » v o Search hadoop-2.92 0
- Mame . Date modified Type
. bin 09/12/2018 03:44 File folder
, datancde 09/12/2018 03:35 File folder
| datastore 11/12/2018 13:48 File folder
| etc 13/11/2018 15:15 File folder
Jinclude 13/11/2018 1515 File folder
J lib 13/11/2018 15:15 File folder
| libexec 13/11/2018 1515 File folder
| legs 09/12/2018 03:36 File folder
. namencde 09/12/2018 03:54 File folder
| shin 13/11/2018 1515 File folder
| share 13/11/2018 15:15 File folder
.E. LICEMSE 13/11/2018 15:15 Text Docurnent
.E. MOTICE 13/11/2018 1515 Text Docurment
.E. README 13/11/2018 15:15 Text Docurnent

Figure 19: Final Hadoop installation directory
Let’s create a directory called bigdata by running the following code.

Code Listing 9: Creation of directory called bigdata

hadoop fs -mkdir /bigdata

The next section of code, hadoop fs -1s /, confirms the directory has been created by listing
its contents.

Code Listing 10: Listing of Directory Contents

C:\Windows\system32>hadoop fs -1s /
Found 1 items
drwxr-xr-x - Dave supergroup 0 2018-12-11 13:52 /bigdata

We can copy the ukhousetransactions.txt file and the ukhousetransactions2.txt to the
HDFS after first changing directory to the datastore folder, by using the change directory
command: cd C:\hadoop\hadoop-2.9.2\datastore. Both tables have the same data and are
used to check that duplicate records can be identified and removed by any tool that accesses
them.
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Try to remember the code you used for the first file to copy the second file,
ukhousetransactions2.txt, from memory. If you’re new to Hadoop, you'll get used to using the
command line much quicker if you remember the basic commands.

Code Listing 11: Copying Text Files to the Hadoop Distributed File System (HDFS)

hadoop fs -put ukhousetransactions.txt /bigdata
hadoop fs -put ukhousetransactions2.txt /bigdata

We can now list the files we have copied with the following command.

Code Listing 12: Listing of copied files to HDFS

C:\hadoop\hadoop-2.9.2\datastore>hadoop fs -1s -R /

We access our Hadoop installation by going to http://localhost:8088/ or http://localhost:50070.

< C @

(i) hservers08 807 - @ Search %

About the Cluster

* Cluster

About
Nodes
Node Labels
Applications
NEW

NEW SAVING

SUBMITTED
ACCEFTED
BRUNNING
FINISHED
EAILED
KILLED

Scheduler

v Tools

Cluster Metrics

Apps Apps Apps Apps Containers  Memory | Memory  Memaory
Submitted Pending Running Completed  Running Used Total Reserved
] 0 0 0 ] ne 3 GB 0B

Cluster Modes Metrics

Active Decommissioning Decommissioned Lost Unhealthy

Modes Modes Modes Modes Modes
1 0 a a a

S_c:heduler I"u"le_trica

Scheduling Resource

Scheduler Type Type Minimum Allocation Maximum Allocation
Capacity [MEMORY] =memory. 1024, =memory.8192,
Scheduler vCares: 1= vCares: 4=

Cluster ID: 1545555738204
ResourceManager state: STARTED

ResourceManager HA  active
state:

Figure 20: Apache Hadoop is now running on Microsoft Windows

Connecting to data sources within HDFS

Earlier, in Figure 2, | mentioned the HDFS connector for Microsoft Power BI.
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Azure
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a Planview Enterprise One - CMT (Beta)

@ Twilio (Beta)
tyGraph (Beta)
Webtrends (Beta)
%t Zendesk (Beta)
&5 Web

B> SharePoint list
E CData Feed

&% Active Directory

2 Microsoft Excha nge

<= Hadoop File (HDFS)

%7 Spark (Beta)

Figure 21: HDFS connector for Power Bl

Now that we have Hadoop installed, we can revisit this by selecting the Hadoop File (HDFS)
connection in Power Bl and clicking Connect. The aim is to connect to HDFS without a Hive

ODBC driver.

<» Hadoop File (HDFS)

7 Spark (Beta)

-E:}- R script

<+ ODBC

Connect

Figure 22: Connecting to HDFS from Power Bl

Cancel

Enter localhost as the name of the server that HDFS is installed on, then click OK.
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Figure 23: Connecting to HDFS from Power Bl in Windows

The first time you get past the preceding screen, you may see a screen similar to the one shown
in Figure 24, asking for your preferred method of security access. This can also happen if you
don’t type in localhost on the preceding screen, but instead, enter localhost: 9000, for
example. You simply need to enter localhost then click OK, as shown in the previous screen. If
you see a screen similar to Figure 24 in response to entering localhost, click Connect.

Hadoop Distributed File System X
& hitrn: A albhAactk- ONNND AvalbhAfe A
Anonymous ="l tp://iocall 0st:9000/webhdfs/v1
Windows I’ The password won't be encrypted when sent.

Use your Windows credentials to access this Hadoop Distributed File System content
Microsoft account

Select which level to apply these settings to

http//localhost:9000/ >

Back Connect Cance

Figure 24: Security Access Options for HDFS on Power BI

The files we copied to HDFS are now accessible in Power BI. Click Load to continue.



o X
localhost
Content Name Extension Date accessed Date modified Date created A
Binary ukhousetransactions.tet | .ot 12/12/2018 01:53:58 11/12/2018 13:13.07 null | R
Binary ukhousetransactions? txt | et 12/12/2018 01:56:16  11/12/2018 13:52:22 null | R
< >
Load Edit Cancel

Figure 25: Loading files from HDFS into Power Bl without Hive ODBC

Now all the tools in Power Bl can be used on the data and queries run against it.

=X o ry [ 2

L—q j (=) I—'j £ Proparties "—’i Ly /8N - - Data Type: Test ~
o | = P : ] T 9 :
- o = L33 s Q Advanced Editor N j il I =l ™ Use First Row as Heade
Close & New  Recet Enter  Data source Manage Refresh Choose  Remove Keep Remove Spiit  Group 1
Apply~  Source~ Sources » Data settings Parameters >  Freview ~ (1] Manage ~ Columns » Columns~  Rows~ Rows~ Column~ By s Replace Values
Close New Query Data Sources Parameters Query

Manage Columns Reduce Rows Sort Transtorm

B 12swtend [ 12 waes |l 1.2 England and Wales [l 1.2 Northem iretand

- 12 Englend

B2 w

Figure 26: HDFS Data in the Power Bl Environment

In addition, we have the ability to combine files in Power BI for multiple-file loading from HDFS.
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Combine Files

Specify the settings for each file. Learn more

Example File:

| First file -

File Origin Delimiter Data Type Detection

| 1252: Western European (Windows) = | | Tab M | | Based on first 200 rows -

month England Scotland Wales England and Wales Northern Ireland UK

Jan 68,880 6,130 3,660 72,540 1,700 98 880
Feb 70,580 5,450 3,730 74,310 1,970 99,160
Mar 82,470 6,790 4300 | 86,860 2,220 94,900
Apr 70,950 7,560 3,830 74,850 1,920 98,340
May 0,300 8,200 4340 84,640 2,250 99,000
Jun 93,210 10,680 4840 98,150 2,650 88,670
Jul 88,740 7,840 4840 93,580 2,300 97,860
Aug 99,390 9,850 5,200 104,550 2,700 88,120

Figure 27: Combining multiple files from HDFS in Power BI

We also have the ability to remove duplicates from the UK house transactions files we loaded

into HDFS.
B E [V_"j [y Properties = Ll !% |- 5] 11 = DataType:Text~
L 3% = LE m = X HH [HH] : | = :
L& ! Advanced Editor | il £ Use First Row as Headers
Data source Manage Refresh __ Choose Remove Keep Remove Spit  Group 1
settings Parameters~  Preview~ [ Manage = Columns ~ Columns > Rows ~ [Rows ~ Column~ By ‘&7 Replace Values
Dota Sources  Parameters Query Manage Columns Reduc % Remove Top Rows Transform

S5 Remove Bottom Rows
2 | 4% montn [l 12 engtand [l 1.2 Scoviand [ 1.2\l 2 e s [Bll 1.2 Northem Ireland
= - = emove ernate Rows

ukhousetransactions. txt Jan 68880 6130 72540

ot Feb 70580 5450 Iﬂ,‘, Remove Duplicates l 74310
ukhousetransactions.

o
ukhousetransactons txt Mar 82470 6790 EX ' Remove Blank Rows 86850
>

ukhousetransactions. ot Apr 70960 7560 [%  Remove Errors 72850
ukhousetransactions. txt May 80300 8250 4340 84540
ukhousetransactions. tat Jun 83210 10650 4340 98150
ukhousetransactions. et ul 85740 7940 45840 93580
|ukhousetransactions.txt Aug 99390 9950 5200 104550
ukhousetransactions2. txt Jan 68880 6130 3660 72520
ukhousetransactions2.txt Feb 70550 5450 3730 74310
UkhOuSeTraNsSaCTions2. e Mar 82470 6790 4390 86560
ukhousetransactions2.tt Apr 70960 7560 3890 74850
ukhousetrsnsactions2. ot May 80300 82590 4340 84540
ukhOUSeTrANSACTIONS2 XX un 93210 10690 4940 98150
ukhousetransactions2.Ixt Jul 85740 7930 4840 93580
Jukhousetransactions2 tat Aug 99350 $950 5200 104590]

Figure 28: Removing duplicates from the house transactions files in Power Bl
Now we can create dashboards from the HDFS data; the integration is such that we can

automatically convert numeric text to numeric values. This allows us to ask math-based
questions using free text, a function seen previously in the online Bl tool IBM Watson Analytics.

[ 35 |




¥ Cut Yy i B aal] | = [%] Text box RO r—
% o B B L& &)= ® [
New

: [ image
Paste Get Recent  Enter Edit Refresh New Ask A |Buttons From From Switch

¥ Format Painter  pata~ Sources~ Data Queries v Page~ Visual| Question v CE Shapes ™  Marketplace File Theme ~
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Figure 29: Creating a Dashboard from HDFS data in Microsoft Power Bl

| started typing the question "How many England and Wales Aug" and before | could type the
full sentence it automatically calculated 105k.This is a rounding up of the correct answer of
104590 as shown next. It automatically offered the option to select data for the other months.

How many England and Wales Aug

(ukhousetransactions > month)

r e .1 e °
Jan (ukhousetransactions > month)
= Feb (ukhousetransactions > month)
' 105K |!
X Mar (ukhousetransactions > month)
Apr (ukhousetransactions > month)
| 5 — wd
S e May (ukhousetransactions > month)

Jun (ukhousetransactions > month)

Figure 30: Power Bl calculating a math answer from a free text question
Everything we required to do this exercise runs in the same Windows environment. As good as

this is, how would you recommend it to peers? HDInsight is only online for Linux, and HDP is
archived or a VM, leaving manual Apache Hadoop or Syncfusion Big Data Platform.
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Summary

Despite learning about the Linux dominance of Hadoop and questions surrounding the ability of
Windows to run Hadoop, we were able to install Apache Hadoop 2.9.2 on Windows 8 quite

easily. We did this with no changes to Windows, other than installing the required software. We
then created a directory within HDFS to store files and accessed them with ease from Power BI.

This was an advantage over having to access Hadoop on Linux from an external Windows
system running Bl tools. Using the command prompt in Windows felt no different than using
Hadoop in Linux. The memory management was good, and seldom went above 4 GB of RAM,;
there was no deterioration of the system performance at any time. You can freely download
Hadoop and a free version of Power Bl, and you probably already have Windows. This is the
strength of Hadoop for Windows: the lack of disruption. Everything else you need already runs
on Windows. It's all already there, so it makes sense to invite Hadoop into Windows rather than
move to Linux.



Chapter 2 Enterprise Hadoop for Windows

Physical and virtual enterprise Hadoop distributions for
Windows

Virtual machines have allowed big-data vendors from Cloudera to MapR to package Hadoop
distributions that run on Windows. Generally, these distributions are fine for testing or
development, but less suited to production environments. While you can load a Linux Virtual
Machine that runs Hadoop for Windows, it’s still Hadoop running on Linux. What we need is
multi-node enterprise Hadoop with Hive, Pig, and Sqoop running within Windows itself.

Three vendors have released software that falls into this category: Apache, Hortonworks, and
Syncfusion. We've already done an Apache installation, and Hortonworks is in archive, so
Syncfusion and Microsoft remain. Why do | include Microsoft? It's because their enterprise-level
changes to Windows Server made multi-node Hadoop installations possible. They have gone
even further with their flagship enterprise database product, SQL Server 2019. Though not yet
released, the technology preview of SQL Server 2019 has taken Hadoop integration in Windows
to new levels. We will look more closely at that product in Chapter 4. All this progression would
not have been possible without Apache themselves, as can be seen at Apache.org.

The next two figures highlight this, with the first discussing a patch for running Hadoop for
Windows without Cygwin. This was an important milestone in terms of Hadoop being able to run
on Windows. On the left-hand side in Figure 31, there are numerous other issues that have
been raised and logged.

Search

WINOOWS on

Detads People

Dates

Figure 31: Apache.org shows issues for Hadoop for Windows
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Figure 32 shows an enhancement to support Hadoop natively on Windows Server and Windows
Azure environments. This highlights an expectation to run Hadoop natively on Windows, the
same way Hadoop runs on Linux. Managing user expectations are vital in this area.

7o A 18
U Enhancements to support Hadoop on Windows Server and Windows Azure environments

Details Feople

Dates

Dwscription
T RA, Iracks the work that needs 10 be done on trunk to enabie Hadoop 10 run on Windows. Server and AZure ervirenments

Attachments

Figure 32: Enhancement to support Hadoop for Windows Server and Windows Azure at Apache.org

We'll be using the Hadoop distribution from Syncfusion, which is available from Syncfusion.com.
Before installation, there are a few things we need to be aware of. Windows and Linux are very
different environments, and using the same application in either environment will not be the
same. If the version of Spark your customer uses is more recent than the one you're
demonstrating, be aware of that in advance. If there are features of the latest version of Spark
that your client depends on, it may be an issue for you. For these reasons, Hadoop distributors
need to update Hadoop ecosystem components within reasonable timescales.

There are key features that Linux developers will expect to see in Hadoop for Windows. Often
these issues are sorted out by looking at the feature sets of the Hadoop distribution in question.
Impala, for example, is thought to be the fastest SQL-type engine for Hadoop, but it only runs on
Linux. A bigger problem is when the issue is not the feature set of the Hadoop distribution, but
the operating system itself. In Linux you have control groups (cgroups), which aren't present in
Windows Server, nor is there an equivalent. | will discuss cgroups in Chapter 3 in the section
about memory management and Hadoop performance in Windows. When you talk to Linux
users about potentially using Hadoop in Windows, you should demonstrate awareness of these
matters. While Hyper-V and virtual machines can be used to allocate resources in Windows,
they're just not the same as cgroups in Linux.


http://syncfusion.com/

Network setup and installation

Before we set up a production cluster, we need to understand the network we’re going to install
it on. Sometimes you hear complaints that Hadoop is slow or doesn’t meet expectations. Often,
it's because the network it’s installed on isn’t the optimum network for Hadoop. A positive of
Microsoft Azure is that Microsoft gives you all the computing power you need to run Hadoop.
This enables companies to analyze a hundred terabytes of data or more. If you're fortunate
enough to be able to build your own data network, build the fastest network you possibly can. If
you have access to physical servers, use those instead of virtual servers—you’ll notice the
power of a production cluster on a more powerful network.

There is a price premium for these gains, but they can be negated by cost savings per terabyte.
The faster a system can analyze data, the less time you spend running the cluster and its
associated electricity, CPU, and cooling costs. This is partly how HDInsight works; you pay for
what you use, and can provision or decommission clusters when you’re not using them. You
can do this yourself on-premises, but you’d have setup costs that you don’t have on Azure.

Suitable network components

We require our network to run at speeds associated with a production environment. As a
minimum, | would recommend a 10 Ghps switch, while the optimum would be 25-to-40 Gbps.

Figure 33: ProSAFE 16 Port 10-Gigabit Managed switch

If you’re dealing with hundreds of terabytes, a good strategic investment may be a 10-100 Gbps
switch; this gives a wider coverage of network speeds without having to change switches.

Figure 34: Cisco Nexus 7700 Switch - 10, 40, and 100 Gbps

Your server adapter should be of a speed commensurate to that of your network. A 40-Gbps
adapter for your server is optimum; your PC’s network adapter should be at least 1 Gbps.
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Figure 35: QLogic 40 Gbps Ethernet Adapter

The following cables can manage up to 40 Gbps, with the most economical solution to buy bulk
Cat 8 cabling and fit the RJ45 plugs.

] i

Figure 36: BAKTOONS Cat 8, 40 Gbps RJ45 (left) and Cat 8 bulk cable 25/40 Gbps (right)

Suitable server hardware and Windows licensing

You can use your own servers that meet the requirements shown in Table 6, for example, two

physical servers with five VMs (virtual machines) or five physical servers. Different

configurations of the Dell C4130 shown in the next figure meet the requirements at an

economical price.

Figure 37: The Dell PowerEdge C4130

Table 6: Server requirements for production Hadoop cluster

Active Standby Datanode 1 Datanode 2 Cluster
Namenode Namenode (If needed) Manager
Server Server
CPU: 2-4 Octa- | CPU: 2-4 CPU: 2-4 CPU: 2-4 CPU: 2-4
core+ Octa-core+ Octa-core+ Octa-core+ Octa-core+
96 GB RAM 96 GB RAM 64 GB RAM 64 GB RAM 32 GB RAM
Hard Drive: Hard Drive: Hard Drive:
2x1TB 2x1TB 2x1TB




Active Standby Datanode 1 Datanode 2 Cluster

Namenode Namenode (If needed) Manager
Server Server
Network: Network: Hard Drive: Hard Drive: Network:
10 Gbhps 10 Ghps 4 x1TB SAS 4 x1TB SAS 10 Gbps

JBOD(16 x 1 TB) | JBOD (16x 1TB)
Network: 10 Gbps | Network: 10 Gbps

If you can’t access servers with the RAM listed in the preceding table, use nodes with at least
32 GB of RAM. You won't be able to handle very large amounts of data, but it will certainly work.

1 Enm szE E 54E

(Active name node)  [Standby name node) (Datanodel)} (For Cluster Management)

BR Windows Server 2016

Figure 38: Server roles in our Windows cluster

We now have the server roles in our cluster defined; I'd recommend four physical servers over
virtual ones. The pricing for Windows Server is listed, but if you already have Windows Server

licenses, you can use those.

Table 7: Windows Server 2016 licenses

You must buy a minimum 16 core licenses
per server = $883 per server

Windows Server Standard 2016 e 5servers = $4,415
e 4 servers = $3,532

You must buy a Minimum 16 core licenses
per server = $6,155 per server

Windows Server Datacenter 2016 e 5 servers = $30.775
e 4 servers = $24,620

A minimum of eight core licenses must be purchased per processor, and each server core has
to be licensed. A 1 CPU Quad Core Server is no cheaper than a 2 CPU Quad Core, due to the

minimum fee.
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The reason | wouldn’t recommend one physical server to host three or four virtual ones is that if
it shuts down due to CPU overheating, it will shut down all running virtual servers with it. This
leaves even the Hadoop standby node unavailable, and your Hadoop cluster becomes useless.
You need to work out how mission critical the data and operations on your servers are going to
be. Put yourself in the situation of something having gone wrong, and ask yourself what
decisions you'd make. You may wish to use solid state drives (SSDs) or high-RPM hard disks.
Of the two disk types, SSDs have more efficient energy use. While this is not a book about
computer networking, if you hire someone to build a network for you, check that what you've
specified is delivered. If you've paid for high-quality network components, find a way to check
those components, and make sure inferior ones aren’t used in parts of the network you can’t
see or that are underground.

Required Hadoop software
You will need:
e Syncfusion Big Data Agent v3.2.0.20
e Syncfusion Big Data Cluster Manager v3.2.0.20
e Syncfusion Big Data Studio v3.2.0.20
You can sign up for a free Syncfusion account to download the files from Syncfusion. For
businesses with a turnover of less than £1,000,000, the Syncfusion Big Data software is free.

For businesses with higher turnover, prices of around £4,000 per developer license are
available. Free trials are available that are totally unrestricted.

Security and Active Directory

Syncfusion Big Data platform integrates seamlessly with Active Directory. It requires Active
Directory to be installed with the DNS Server set up, and domain controllers in the AD forest.

N - ¥ nd TARGET SERVER
Domain Controller Options R
Deployment Configuration - -
- - Select functional level of the new forest and root domain
Domain Controller Options
DNS O Forest functional level: Windows Server 2016 -
Ny Jpions
Additional Ontions Domain functional level: Windows Server 2016 -
Paths

Specify domain controller capabilities
Review Options Domain Name System (DNS) server
Frerequisites Check | Global Catalog (GC)

Read only domain controller (RODC)

Figure 39: Choosing the functional level of the New Forest and Root Domain

An in-depth look at Active Directory is outside the scope of this book, but a competent Windows
Administrator should be able to assist in setting it up. The servers in the Hadoop cluster must be
part of the same domain; they should be joined to the domain via Active Directory, as shown in
Figure 40. If they are not, DNS and reverse DNS validation can fail, and the Hadoop installation
won’t proceed. Just having computers on the same physical network is not enough.


http://syncfusion.com/

E: Active Directory Administrative... ¢ Computers (2) Tasks

m Owverview

F) i darcks
= il Builtin

0o =) - H - w &
WIMSERVDATAD
Mame - Type Description Reset account
B WIN-POA3IOKTEIP Computer Add to group..

S WINSERVDATAD! o Disable

B8 Domain Controllers
- [l ForeignSecurityPrincipals
L - !(r_,".
= [ LestAndFound
= [l Managed Service Accoun
= [l NTDS Quotas
> Il Program Data
b - Systemn
= [l TPM Devices

Delate

Mave...

Properties
Computers

Mew

Search under this node

Properties

Figure 40: Adding machines to our domain using Active Directory Administration Center

Point each machine you want to join the domain to the IP address of the DNS machine. If not,

your attempt to join computers to the domain may receive “DNS Server cannot be found” errors.

() Obtain DNS server address automatically

(@) Use the following DMS server addresses:

Preferred DMS server:

Alternative DMS server: . . .

[ ]validate settings upon exit Advanced...

Figure 41: Point servers to the DNS server IP address

Enterprise Hadoop installation

To install Hadoop, we need to put the Syncfusion Big Data Agent on all machines we want to
join the cluster. That means each server that is going to act as a cluster node requires the Big
Data Agent. Please note that Port 6008 must be available on each server. This is the port the
Syncfusion Big Data Agent listens on when placed on the Active, Standby, and data nodes. Do
not install the Big Data Agent on the machine on which you are going to install the Cluster

Manager. This is because the Cluster Manager manages the cluster, but isn't part of the cluster.

Install the Syncfusion

Big Data Agent by running the downloaded Syncfusion Big Data Agent

v3.2.0.20 file. Run the file as an administrator, and choose to install it to the default directory.
The following installation screen appears before you see the final “Installed successfully”

screen.
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LT
se2 Syncfusion

Installing Syncfusion Big Data Agent

Product Highlights

100% free community license available.

Figure 42: Installing Syncfusion Big Data Agent

After installing Syncfusion Big Data Agent, check that the Big Data Agent is running in Windows
Server Services. Remember that it must be installed and running on all machines in the cluster.

Mame Description Status

{J Syncfusion Big Data Agent Syncfusion Big Data Agent is to manage Hadoop node and its Ecosystern,  Running

Figure 43: Syncfusion Big Data Agent running in Windows Server Services

Now run the Syncfusion Big Data Cluster Manager v3.2.0.20 file downloaded from Syncfusion.
Install it as an administrator on the machine defined as the Cluster Manager. You install it in the
same way you install any Windows software—this is the beauty of Syncfusion. Install it to its
default location by simply following the instructions. After installation, start the Syncfusion Big
Data platform from the standard Windows program menu. Once it's started, click the Launch
Manager button under Cluster Manager, as highlighted in Figure 44.



Synctusion By Data
CLUSTER MANAGER
& User inpndly production cheiter implementatasn that i eptmaed hor Windows

#  matall 2 complete production chuter on Windows o minutes

'- Syncfusion
TN BIG DATA STUDIO

&  Imensctor Big Dats emwonment for Windows

#  Includes developer edition of Apache Hadoop for offfine development

#  Manage and monitor multple Hadoop dusters at a bme # Can connect to local and remole chinters

CLUSTER MANAGER KEY FEATURES L
&  Essdy create snd manage multple Hadoop clusters st » time Management | wtaily s
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& Includes support for Hiase and Spark ey 730
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L L -
Lt

Figure 44: Syncfusion Big Data Platform screen

You will see the Syncfusion Cluster Manager interface, which opens in a web browser, as
shown in the following figure.

Feature highlights

4 2 3 spok’ W
""" - e . v Hease AR

e L e Mrage Ve (s Mins s bt e N L L 1t § g

Figure 45: Browser-based Syncfusion Cluster Manager interface

Log in to the Cluster Manager with the default admin username and password, and click the
green Login button shown in Figure 45.
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Creating a multi-node Hadoop cluster in Windows

Once you're logged in, you'll see the screen in the following figure. On the right-hand side, you'll
see the Create button.

Syrcfusien Bag Deta Cluster Manager 3 10 20

Figure 46: The CREATE cluster button in Syncfusion Cluster Manager
The next figure shows a closer view of the button. Click Create to continue.

oo J[erenre
Data Node Hadoop Version

Figure 47: Closer view of the create cluster button in Cluster Manager

Choose Normal Cluster from the three options displayed, then click Next, as shown in the
following figure.

Create Cluster X

Create a new high availability Hadoop cluster with multiple nodes.

Create a new Kerberos enabled high availability secure Madoop cluster with multiple
nodes

Local Development Clustor

Create a single node Hadoop cluster in the target machine, useful for development
purpose.

Figure 48: Choosing the type of cluster to create

On the next screen, choose Manual Mode and click Next. Provide a name for the cluster and
leave the replication value at 3. You then need to provide IP or host name information to identify
and assign the following nodes.

Active Name Node:
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REQUIRED ENTRIES *

Cluster MName Davinicks

Active Mame Mode 192.168.0.131

Figure 49: Adding cluster name and IP Address of the Active hame node

Standby Name Node:

[
L]

Replication

Standby Mame Node 192.168.0.121

Figure 50: Add the IP Address of the Standby Name Node, leave the replication at 3

One or more Data Nodes:

Data Mode 192.168.0.124

Imipart Add Node

Figure 51: Add the IP Address of the data node

After adding the IP addresses of the servers, click the Next button on the top-right side of the
screen. The Import option is for importing multiple host names or IP addresses from a single-
column CSV file. To add additional data nodes (if needed), you'd click Add Node.

A Home b Azure - S-

Figure 52: Location of the Next button

If after clicking Next, you see server clock-time errors (as shown in Figure 53), ensure that

server clock times are within 20 seconds of one another. Synchronize the times of the servers in

the cluster, then click Next again.
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& Sieopag

Figure 53: Server clock-time errors

The Cluster Manager resolves the proper host name and verifies that reverse DNS works. The
Validation column displays Success and a green dot. Now, click Next on the top-right side of

the screen.
Port Heap Size Validation
60008 1024ME ® Success
60008 1024MBE ® Success
60008 1024MB ® Success

Figure 54: Reverse DNS and host name resolution success

The cluster should finish installing in 10-15 minutes, or quicker on a fast network.

HBase Ecosystem Services

HMaster Pig Sgoop Hive 3 Transferring packages
HMaster Pig Sqoop Hive *2 Transferring packages
HRegionServer Transferring packages

Figure 55: Hadoop Cluster and ecosystem installing
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Upon completion, ensure that all the elements in the following screen are checked.

Ecosystem Services

Pig Sgoop Hive 13 + MName Node + Resource Manager +9

Job History Server
Pig Sgoop Hive 2 + NameNode + Resource Manager | Journal Node
ZooKeeper
HBase Rest Server
+ Data Node + MNode Manager #4 HiveServer?
Oozie Server

Spark Thrift Server
Python

HBase Thrift Server

T T T

Figure 56: Hadoop and its ecosystem installed and running

If not, go to the very right-hand side of each white bar, which represents each node. You will
see three gray dots, as shown in Figure 57. Click on the three dots, then click Start Services to
select each element that is not running, to check that you can run all services. On a powerful
machine on a fast network, you'll hopefully have no issues running all the services shown in
Figure 56. On machines with less RAM, or where there are system or network bottlenecks, you
may find you can't run all the services listed. Take care not to stop the node. If you do, be aware
that when you go to start the node, there’s an option to remove the node, so be careful. To
prevent accidental removals, confirmation messages will appear and ask you to confirm any
deletion actions.

]

Stop Node
HBase Services Start Services
Qozie Server Stop Services »

Spark Thrift Server
IPython

Figure 57: Starting services via the three gray dots
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Cluster maintenance and management

Hadoop cluster maintenance is often done by Hadoop administrators. While respecting this, be
aware that clusters can develop serious problems, and you want to prevent them before they
happen. To assist us with this, we need to know the health of our clusters at all times.

Management Monitoring Job Details Oozie Sgoop Administration ¥
Davinicks - ® Active ® Dead Standby Unhealthy
Host Namea IP Address HBase
| I @ ® 192 ® HMaste
M-GE @
e ® HR

Figure 58: Status of Hadoop clusters in Syncfusion Cluster Manager

The Syncfusion Cluster Manager aids us in this by displaying the status of the nodes at all
times. Figure 58 shows the four status levels that nodes can be classified as:

e Active: The active node is denoted by a green circle. This is why the name and data
nodes have green circles by them in the IP Address and HBase columns.

o Dead: A dead node is denoted by a red circle, and while this is negative, it's also helpful
to know before installation. You will recall the dead nodes denoted by red circles when
the server clock times failed to synchronize. This allowed us to fix the problem by
synchronizing the clock times so the installation could proceed. At that point, the notes
turned to green.

e Standby: The standby node is denoted by a gray circle, and is shown with a gray circle
in the IP Address and HBase columns. It is correct for the standby node to be displaying
a gray circle, as it is on standby.

e Unhealthy: An unhealthy node is shown by an amber circle. Our cluster is showing no
unhealthy nodes, but what if it was?

Whether it’s a local or enterprise installation, it's imperative that you investigate why your cluster
is unhealthy. You should be able to do this in any distribution of Hadoop, not just an enterprise
one that does it automatically. If this isn't possible on all Windows machines running Hadoop,
you can't realistically use it. To briefly test this, start the Hadoop installation we did in Chapter 1,
and use the following command.



Code Listing 13: Checking the status of the HDFS

hadoop fsck /

The output in the following image shows a healthy status in a fairly detailed output. It is worth
taking a look at what those outputs mean, as they apply to any Hadoop installation.

onnecting to namenode wvia http:r~localhost::5887Afzck?ugi=Dave&path
SCK started by Dave Cauth:S8IMPLE} from ~127.8.8.1 for path ~ at Sat
B =45 GHMT 2818

. .Status:- | HEALTHY

Total size: 18438 B

Total dirs: 2

Total files: 2

Total symlinks: a

Total bhlocks <validated>: 2 Cavg. block size 519 B>

Minimally replicated blocks: 2 C188.8 x>

Ouver—replicated blocks: A <d.8 x>

Under—replicated bhlocks: A @a.a x>

Hizs—replicated hlocks: A CA.8a x>

Default replication factor: 1

Average block replication: 1.8

Corrupt blocks:

Missing replicas: A a.a x>

Number of data—nodes:

Mumber of racks: 1

SCK ended at ZSat Dec 29 B@:48:45 GHMT 20818 in 24 milliseconds

The filesystem under path *~' iz HEALTHY

Figure 59: HDFS Healthy Status Result
e Over-replicated blocks: This refers to blocks that are replicated more than your chosen
level of replication. HDFS can correct this on its own.

e Under-replicated blocks: This is basically the opposite of over-replicated blocks, and
again, HDFS can correct this on its own.

e Mis-replicated blocks: These blocks involve a failure to replicate in line with your
replication policy. You need to manually correct this, depending on the error you
discover.

e Corrupt blocks: This is self-explanatory, and reflects corrupt blocks. This can be
corrected by HDFS on its own if at least one block is not corrupt.

e Missing replicas: This is where a block has no replicas in the cluster.

If our cluster shows errors, one of the first things we can do is to seek more detail. This is
achieved by using the following command to show the status of individual files.
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Code Listing 14: Checking the status of files in HDFS

hadoop fsck / -files

This allows us to see the actual files that are involved in the blocks concerned so that if there
were any issues, you would know which files you have to take action on. In the worst-case
scenario, the ukhousetransactions.txt files we loaded into HDFS would need to be deleted using
the -delete command. You can then replace them the same way we put them there in the first
place.

onnecting to namenode via http:A“localhost:58078-fsck?ugi=Davedfiles=18&

FECH started by Dave {auth:SIHPLE>» from ~127.8.8.1 for path ~ at Sat Dec
h? GMT 28186
Cdiv>
bigdata <dir>
Shigdatasukhousetranszactions. txt 519 butes, 1 blockds>: OK
shigdatasukhonsetranzactions2.txt 5197 hytes, 1 hlockd(s>: 0K
Ctatusz:- HEALTHY
Total zize: 1838 B
Total dirs: 2
Total files: 2
Total symlinks: a
Total blocks <validated>: 2 Cavg. block =size 517 B>
Minimally replicated blocks: 2 1888 x>
Ouer—replicated bhlocks: B A8 x>
Under—replicated blocks: a a8 x>
Miz—replicated hlocks: B A8 x>
Default replication factor: i
Average hlock replication: 1.8
Corrupt blocks:
Missing replicas: Ca.a x>
Humber of data-—nodes:
Mumber of racks: 1
SCH ended at Sat Dec 29 91:18:59 GHT 2818 in 5 milliszeconds

he filesystem under path '~° is| HEALTHY

Figure 60: Results of the files status check

The hadoop fsck / -files command is also available in the Syncfusion Big Data Platform,
and is included in the final piece of software we need to install. We will use the Syncfusion Big
Data Studio v3.2.0.20 file downloaded from Syncfusion, and install it on the same machine as
the Cluster Manager. You could install it on another machine on your network, but I'm doing it
this way, as | want to show you something.

You install the software the same way you install any Windows software. Accept its default
install location and follow the on-screen instructions until completion. Now, start the Big Data
Studio from the Windows program menu, and you'll see the Syncfusion Big Data Platform
screen, as shown in Figure 61. You'll notice that under Syncfusion Big Data Studio, the Launch
Studio button has replaced the Download button. This is because the Cluster Manager and Big
Data Studio are now recognized on the same server.
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Click Launch Studio, as highlighted in Figure 61.
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Figure 61: Cluster Manager and Big Data Studio on the same server
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Figure 62: Fsck sample inside Syncfusion Big Data Studio

You are now inside the Syncfusion Big Data Studio where HDFS, Hive, and others are visible
from the displayed tabs. If you click the Hadoop tab, you'll see a selection of samples. The
Hadoop/DFS/Attributes folder has the fsck sample, as shown in Figure 62. If you go to the Big
Data Platform main screen, you can click the Command Shell link shown in Figure 63, which
you can use to launch a command prompt from the Big Data Studio.
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ﬂ. Syncfusion
T BIG DATA STUDIO

% Interactive Big Data environment for Windows

%  Includes developer edition of Apache Hadoop for offline development

# Hadoop ecosystem configured inCommand Shelll and Powershell

Figure 63: Launching the Command shell from the Big Data Platform main screen

From the command prompt, you can access Hadoop commands in the normal way. Syncfusion
Big Data Platform is giving you flexibility to work within the more-interactive Windows
environment, or to use the more traditional command-line environment.

Working with local development and live production clusters

An essential part of cluster management and maintenance is the ability to switch between
production clusters and local development clusters. In Cluster Manager you can see not only
the Davinicks cluster we created, but a second cluster, called Hadoop4windows, that was
automatically added. Adding an existing cluster is a simple process compared to creating a new
cluster, as we did earlier.

On the main screen in Cluster Manager, simply click the Add button on the top-right side of the

screen.
RN
=

Figure 64: The Add cluster button

Next, you see a screen offering to manage an existing cluster; type in values for Cluster Name
and Name Node, as shown in the following figure. Enter localhost, as when we installed the
Syncfusion Big Data Studio, a local development cluster was automatically installed on the local
machine. | named it Hadoop4windows, as | can call it any name | choose. Now click Add, and
you'll notice a message stating "Collecting details of cluster.”



Manage Existing Cluster x

Secured
Cluster Narme* Hadoopdwindows
Name Node* localhost

Collecting details of cluster.

LB

Figure 65: Adding an existing cluster in Cluster Manager

You now have two clusters, which are visible in the following figure: the multi-node cluster
Davinicks, and the local development cluster Hadoop4windows. If you click a cluster under the

Cluster Name column, you can access a screen with more cluster details. Click
Hadoop4windows.

® Active @ Dead

Cluster Name Active Name Node Standby Name Node
Davinicks 192.168.0.131 192.168.0.121
Hadoopdwindows 127.0.0.1

Figure 66: Multiple clusters in Cluster Manager

This takes you to a screen with menu items including Management and Monitoring, as shown in

Figure 67. If you wish to switch between clusters at any time, simply click the dropdown box to
select the cluster you'd like to work with.
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Figure 67: Switching between clusters in Cluster Manager

If you click the menu item called Monitoring, you can see the cluster Active Namenode and
Active Datanode details. The green dots highlighted in Figure 68 denote that the nodes are
active and healthy. The name of the cluster you're working with is shown on the top-left side of
the screen.

M anagement Job Details Dz SHoOH Adminestration =

Hadoopdwindows =

vy Host Hame
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WIN-GERUIFN1 504 @
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Figure 68: Monitoring your chosen cluster

We can now switch back to the production cluster called Davinicks by using the drop-down box.
The Hadoop Services Monitoring screen is visible in the following figure.

[ s7 |




_ MADCOP SERVICES

Sew e

M TR 40 e

e e aie

Figure 69: Hadoop Services Monitoring screen

The next figure takes a closer look at the Hadoop Services Monitoring screen for the Davinicks
cluster. It shows there is rather more going on than on the local development cluster. On the
left-hand side under NODES, you can see the Active Name Node highlighted in yellow, the
Standby Name Node highlighted in green, and the Data Node in blue. The abbreviations NN,
JN, and ZK stand for Name Node, Journal Node, and ZooKeeper, respectively. You can click on
each node to see the Hadoop services for each one.

Managerment Manitaring Job Details Dozie Sqoop Administration ¥
Davinicks -
NODES HADOOP SERVICES

Overview Hame Node Joumal Node Resource Manager Job History Senver

JVM METRICS

WIN-POAIIOKTEN... @ @ a
WIN-GEJUFM15GA @ @
WINSERVDATAD.d @ @

Used Commutted Ml

HETWORK USAGE

Figure 70: Zooming in on the Hadoop Services Monitoring screen



This web-style navigation allows you to see useful information on many pre-defined cluster
elements. These include network usage, garbage collection, JVM Metrics, and useful
information about how much RAM and disk space are available. You will also see the load on
the CPU, IP addresses, and general machine configurations. It is useful that under Machine
Configurations, there are three CPU information elements as highlighted: the System CPU
Load, Process CPU Load, and Process CPU time.

MACHINE CONFIGURATIONS

[ =]

1 - 123.36 see |

Figure 71: Comprehensive CPU information under Machine Configurations

Experienced Windows Server administrators might say that Windows Server has many ways of
accessing detailed information on similar variables, and they'd be right. That said, cluster
manager is useful, as it presents data about server resources used by the cluster all in one
place. You can access each Windows Server in the cluster and use its tools to compare what
Cluster Manager is telling you for each node. You may also check where you feel cluster
manager or Windows Server is under- or over-reporting resource use. You have to ask though,
how practical is it to do that when running many clusters and nodes? It's not practical at all,
which is why Cluster Manager is both essential and useful, and accurate enough to rely on. This
is important, as Hadoop administrators won't use a cluster-management tool they don't trust.

Syncfusion Cluster Manager has other tools that are useful for monitoring clusters. Click the
dropdown arrow next to the bell icon, as highlighted in Figure 72. You will see a circular settings
icon lower down, which is also highlighted in the same figure. If you click on this icon, you will
access an Alert Settings screen.
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Figure 72: Accessing alert settings in Syncfusion Cluster Manager



Check all the boxes for each cluster, as shown in Figure 73, and set the alert Frequency to
minutes. Now, click Save in the top-right corner.

ALERT SETTINGS

Cluster Name

Davinicks

v Cluster Monitoring

v Hadoop HA notification

v Hadoop services status

v HBase HA notification

v Hadoop Nodes Clock Skew
v installer agent status

v Cluster safe mode

¥ Live Datanode status

+ HOD - Free space check

Frequency Mail Alert

15 minutes v

v HDFS Monitoring

v Corrupted files check
v Missing replica
v HODFS container space chock

~ Hadoop log file memory check

Figure 73: Selecting your clusters and choosing alert settings

I'm going to create some cluster faults that will trigger alerts, but I’'m not advising you to do this

in any way. After introducing the faults, the alerts box now shows the errors affecting the cluster.

A Home b Azure 2 2- 0
POAZIOKTETP.davinicks.com of cluster ~
Davinicks
Service ResourceManager is not running Dec 30
in the node WIN- 10:47 AM
GESUFM153GAA davinicks.com of cluster
Davinicks
Installer agent is not running in the node Dec 30
WIMNSERVDATADN .davinicks.com of 10:47 AM
cluster Davinicks
TR 1 1 1 [T | M 30 <7

T

Figure 74: Alerts now showing in Cluster Manager
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If you do not open or view the alert messages in Cluster Manager, you will see the number of
alerts shown in white on a little red square. This is useful for letting you know there are errors as
soon as you enter Cluster Manager.

3
A Home o Azure - 2- @

Figure 75: Alerts in Syncfusion Cluster Manager

Other useful facilities for handling clusters include the ability to simply and quickly remove a
cluster. On the same screen you've already used to create or add clusters, you'll see the Add
and Create buttons we used. Go to the right-hand side of the cluster you wish to delete, and
you'll see three gray dots, as highlighted in Figure 76. After you click on the dots, click Remove
to remove the cluster, and answer any confirmation prompts.

&

Ceee]

Collect Logs

Figure 76: Removing cluster in Cluster Manager

The methodology for stopping individual nodes is to click the three gray dots on the right-hand
side of each node, and then click Stop Node.

]

Start Services »

Stop Services b

Figure 77: Stopping an individual node

At the top-right side of the screen, there are also facilities to stop or start all nodes using the
Start/Stop button, as highlighted in Figure 78. In addition, there is a Manage Nodes button,
which allows you to add both journal and data nodes in addition to removing dead nodes. You
will remember that dead nodes are denoted by a red dot, as opposed to active nodes, which are
denoted by a green dot.



- Add Data Node(s)

I Remove dead nodes I

Figure 78: Remove dead nodes and Start/Stop all nodes

These facilities are useful when a node fails; they allow you to replace the failed node using the
same method of node creation. This involves simply entering the IP address and node type of
the node you wish to create.

To further manage and maintain clusters, we need to start putting them to work to see how they
perform. To achieve this, we need to start ingesting data into Hadoop, which is covered in the
next chapter.

Summary

In Chapter 2, we dealt with the network, environment, and server specifications for deploying
multi-node Hadoop installations. We also covered Windows Server licensing and touched upon
the setup of Active Directory. We created a Hadoop cluster using Windows Server machines
and the Syncfusion distribution of Hadoop. We then ensured all components of Hadoop and the
Hadoop ecosystem were installed and running without fault.

After installing Hadoop, we compared the cluster-management tools used in Apache Hadoop
against those available in the Syncfusion Hadoop distribution. We established the availability of
the command line, giving users choices for working within Hadoop for Windows. Cluster
creation, swapping between clusters, and starting, stopping, and removing clusters was also
covered. We highlighted facilities for monitoring clusters, with reference to the ability of
Windows Server to monitor activity on each Hadoop node. We also set up cluster alerts and
examined the methods used to start, stop, and remove cluster nodes.
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Chapter 3 Programming Enterprise Hadoop
iIn Windows

Hadoop performance and memory management within
Windows Server

Consistency of Apache Hadoop builds across different Hadoop distributions is helpful, but
doesn't mean that there'll be predictability of performance. In Windows, this can be both a
blessing and a curse, but there are ways to ensure that it is a blessing.

Windows Server 2016 is a perfect partner for Hadoop from a technical perspective. It is capable
of utilizing 256 processors, or 512 if Hyper-V is running. In addition, it can utilize 24 terabytes of
RAM, or 12 on a virtual machine. In essence, it can handle any task that Hadoop may care to
throw at it.

For this reason, | recommend that you use Windows Server for all the remaining exercises in
this book. The only exception is if you use a local development cluster. In this case, you could
use the latest version of Windows 10 Pro for Workstations, which can utilize four physical CPUs.
Windows 10 Pro for Workstations and Windows 10 Enterprise could originally utilize only two
physical CPUs. You would typically use the latest Windows 10 Pro for Workstations for local
development, in conjunction with the multi-node cluster.

You'll need sufficient computing power to interrogate data after its ingestion into Hadoop. This
doesn't just include dashboard creation tools, but also Relational Database Management
Systems (RDBMS). All these tools must be running simultaneously, or you won't be able to
connect to them live. This puts a load on both your network and the servers running within it. It's
for these reasons that | detailed the hardware requirements earlier—Hadoop does not work in
isolation in the real world.

In parts of the Hadoop ecosystem, like Hive, certain functions can be very resource intensive,
such as creating joins between tables. Hive is not the only tool in which you can create joins but
as it's a data warehouse | can' omit demonstrating it. Sadly, Impala is not available within
Windows and its near RDBMS query speed in Hadoop is has made it indispensable for many
Linux users.

We'll be using IMDB (Internet Movie Database) data files for our exercises, and there are
optional exercises for those happy to download 4 GB of UK Land Registry data.

Let's examine how Hadoop in Windows will handle 4 GB of data, and the kind of performance
we could expect. We'll utilize part of what is known as “Amdahl’s law” to aid us in this.

Getting 4 GB of data into Hadoop and processing it can be handled in a number of ways. It's
partly dependent on the number of nodes you're using and the speed of your network. The aim
is to process the data for use in dashboards or reports.

This can be expressed in the following ways:

e With four nodes, you could have four nodes processing 1 GB of data each.
o With eight nodes, you could have eight nodes processing 0.5 GB of data each.
e With 10 nodes, you could have 10 nodes processing 400 MB of data each.



Let's say the size of the data query results after processing is 4 MB. Let's look at what is going
on behind the scenes to achieve that. It's those behind-the-scenes factors that will affect
performance, even if your final data query results or output are small.

We know that networks don't quite reach their stated maximum speed, but let's assume you
consistently reach 40 Mbps on a 1-Gbps network.

Table 8: Hadoop options for processing 4 GB of data

5 Size of dat Total Size of
speed in process d d P P dei I returned
Mbps in MB nodes node in per nodein | across a data in
seconds MB nodes in
seconds MB
40 4000 4 25 1000 25 (100) 4
40 4000 8 12.5 500 12.5(100) | 4
40 4000 10 10 400 (100) 4
40 4000 12 8.33 333.33 (100) | 4
40 4000 16 6.25 250 6.25(100) | 4

Table 8 shows that while your data can be processed faster, the time gains diminish the more
nodes you add. The processing time drops from 25 seconds to 12.5 seconds when eight nodes
are used instead of four. However, when 16 nodes are used instead of 12, data processing time
only decreases by just over two seconds. Also, the data must be transported from more nodes
to the node displaying the data, which adds to processing time. This leads to diminishing
returns, to the point where adding more nodes becomes ineffective.

Another issue that’s just as important is how Hadoop stores data in a cluster—it stores them in
blocks. Often the blocks are 128 MB or 64 MB, so a 4-GB file stored in 128-MB blocks is stored
across 32 blocks. With each file in Hadoop being replicated three times, you then go from 32 to
96 blocks.

A further complication is that you can only store one file per block. Therefore, if your blocks are
64 or 128 MB, then files much smaller than those block sizes are highly inefficient. This is
because a 1-MB file is stored in the same 128-MB block size as a 110-MB file. It also requires
metadata about each block to be stored in the RAM. Luckily, you can alter block sizes for
individual files to tackle this issue. There are also other file formats you can use, such as Avro
and Parquet, that can greatly compress the size of your files for use in Hadoop. The benefits
can be great, with query times well over ten or twenty times as fast as queries on the
uncompressed file.
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Once you get a feel for how Hadoop stores data, you can begin to estimate how much disk
capacity and computing power your Hadoop project will require. While the metadata for each
data block uses only a tiny amount of RAM, what happens to your RAM when you have
hundreds, or even thousands, of files? The inevitable happens, and that small amount of
memory is multiplied by thousands. Suddenly your RAM is compromised, and you feel the
impact of file uploads on performance and memory management.

I would recommend actually carrying out calculations before considering the ingestion of large
numbers of files. This enables a demarcation between system resources required for Windows
servers in the cluster, and system resources they're losing to running Hadoop. In Windows, the
monitoring of individual Windows servers can't be ignored. They are Windows servers in their
own right, in addition to being part of a cluster. Where you have more demanding requirements,
you can add more RAM to avoid encroaching the base RAM Windows Server needs. You may
conclude that big data systems are in fact better at handling big data than small data, which
should be no surprise. The problem is that by using compression too much, you can end up
creating the very thing you don't want, which is too many small files.

While this isn't something that's done too often, | think it is important to isolate what is actually
happening resource- and performance-wise when Hadoop is running in Windows. This informs
answers to questions such as: Should Hadoop be the only application on each server? | take a
particular interest in this, as Windows does not have the control groups (cgroups) feature that is
available to Linux users. Cgroups can control and prioritize network, memory, CPU, and disk 1/0
usage. Cgroups also control which devices can be accessed and are in most major Linux
distributions, including Ubuntu. Further features include limiting processes to individual CPU
cores, setting memory limits, and blocking I/O resources. It is a feature that Windows Server
does not have, and that Linux developers would notice. Without these features, we need to take
care to monitor resource usage for Hadoop in Windows.

Let's start by looking at the resources used by the Big Data Platform within Windows Server.
You could do this by setting up a virtual machine in Windows Server and allocating as little as
12 GB, though I'd feel safer at 16 GB, as a minimum. The reason for this is a simple one: it's the
same reason that Linux and Microsoft list the minimum requirements for their operating systems
as low as possible. If you list the minimum requirements as too high, you'll put off some
customers and diminish the distribution or sale of your product. The trick is to be realistic and
state recommended minimum requirements, as we'll do now. If you launch the Syncfusion Big
Data Platform on a virtual or physical server with a realistic minimum of 16 GB of RAM, you will
hopefully see the Resource Monitor in Figure 79. It shows Windows Server at only 22 percent
CPU usage and 35 percent memory usage; this includes resources used running Windows
Server.
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Figure 79: Syncfusion Big Data distribution running in Windows Server 2016

Note that 22 percent of CPU usage is from processes, with 13 percent CPU usage from
services, so there is low resource usage.
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Figure 80: CPU processes and CPU services usage
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At this point we have around 6 GB of memory in use by both Windows Server and the Big Data
Platform, with approaching 3 GB on standby, and 7 GB free. Nearly 10 GB is available, which
again, is stress-free computing. | am using i7 2.9 GHz CPUs, which are fast and robust
processors.

Physical Memory B 6003 MEB In Use ™ 9919 MB Available A
DHardware .In Use EMndified .Standby |:|Free

Reserved 6003 ME 170 MB 2832 MB 7087 MB
252 MB

Available %919 MBE
Cached 3002 MB
Total 16092 MB
Installed 16384 MEB

Figure 81: Big data platform memory management on Windows Server

If we run the Cluster Manager as well as the Big Data product, and upload 1 GB of data files,
the CPU usage goes up to as much as 37 percent, but the RAM behaves differently. Figure 82
shows that while memory usage is about the same 35-percent usage as before, the RAM use
has gone down about 250 MB from the previous figure. More interestingly, the RAM on standby
has increased to almost 5 GB, from under 3 GB. This decreases the amount of free RAM to
under 5 GB. While 16 GB allows you to get up and running very comfortably, we know that for
heavy lifting, we need 32 GB upwards. You have to act before—and not when—free memory
runs out.
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Figure 82: More RAM placed on standby leaving less free




I mentioned the IMDB data we'd be using to demonstrate data ingestion into the Syncfusion
distribution of Hadoop. | am purposely using the .tsv file format for IMBD data and the .gz
compressed file format.

The IMDB data is available from here.

Subsets of IMDB data are available for access to customers for personal and non-commercial
use. You can hold local copies of this data, and it is subject to terms and conditions.

Download the zipped .gz files, then unzip the .tsv files using a tool like 7-Zip. The files include:

Title.basics.tsv.gz — contains the following information for film titles:

tconst (string): Alphanumeric unique identifier of the title

titleType (string):The type/format of the title (for example, movie, short, tvseries,
tvepisode, video, etc.)

primaryTitle (string): The more popular title, or the title used by the filmmakers on
promotional materials at the point of release

originalTitle (string): Original title, in the original language

isAdult (boolean): @ = non-adult title; 1 = adult title

startYear (YYYY): Represents the release year of atitle; in the case of a TV series, it
is the series start year

endYear (YYYY): TV series end year; \N for all other title types

runtimeMinutes: Primary runtime of the title, in minutes

genres (string array): Includes up to three genres associated with the title

Title.akas.tsv.gz — contains the localized film title:

titleld (string): A tconst, an alphanumeric unique identifier of the title

ordering (integer): A number to uniquely identify rows for a given titleId

title (string): The localized title

region (string): The region for this version of the title

language (string): The language of the title

types (array): Enumerated set of attributes for this alternative title; can be one or more
of the following: alternative, dvd, festival, tv, video, working, original,
imdbDisplay. New values may be added in the future without warning.

attributes (array): Additional terms to describe this alternative title, not enumerated

Title.episode.tsv.gz — contains the TV episode information:

tconst (string): Alphanumeric identifier of episode

parentTconst (string): Alphanumeric identifier of the parent TV series
seasonNumber (integer): Season number the episode belongs to
episodeNumber (integer): Episode number of the tconst in the TV series
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Title.ratings.tsv.gz — contains the IMDB rating and votes information for titles:

e tconst (string): Alphanumeric unique identifier of the title
e averageRating (integer): Weighted average of all the individual user ratings
e numVotes (integer): Number of votes the title has received

We will also download UK Land Registry data, which is approaching 4 GB in file size. We
require the 3.7-GB .csv file.

These include standard and additional-price-paid data transactions received at HM Land
Registry from January 1, 1995 to the most current monthly data. The data is updated monthly,
and the average size of this file is 3.7 GB, you can download the .csv file here. The data cannot
be used for commercial purposes without the permission of HM Land Registry.

Hive data types and data manipulation language

One of the best sources of information on Hive data types and data manipulation language can
be found here and here.

These two resources provide exhaustive information, whereas this section of the books lists
essential information. Those of you who know SQL may find similarities between Hive data
types and SQL data types; the same can be said for Hive Query Language and SQL.

Hive data types

Numeric types:

TINYINT (1-byte signed integer, from -128 to 127)

SMALLINT (2-byte signed integer, from -32,768 to 32,767)

INT/INTEGER (4-byte signed integer, from -2,147,483,648 to 2,147,483,647)
BIGINT (8-byte signed integer, from -9,223,372,036,854,775,808 to
9,223,372,036,854,775,807)

FLOAT (4-byte single precision floating point number)

DOUBLE (8-byte double precision floating point number)

DOUBLE PRECISION (alias for DOUBLE, only available starting with Hive 2.2.0
DECIMAL: Introduced in Hive 0.11.0 with a precision of 38 digits Hive 0.13.0 introduced
user-definable precision and scale

e NUMERIC (same as DECIMAL, starting with Hive 3.0.0)

Date/time types:

e TIMESTAMP (Only available starting with Hive 0.8.0)
DATE (Only available starting with Hive 0.12.0)
e INTERVAL (Only available starting with Hive 1.2.0)

String types:

e STRING
e VARCHAR (Only available starting with Hive 0.12.0)
e CHAR (Only available starting with Hive 0.13.0)


http://prod.publicdata.landregistry.gov.uk.s3-website-eu-west-1.amazonaws.com/pp-complete.csv
https://www.gov.uk/government/organisations/land-registry
https://cwiki.apache.org/confluence/display/Hive/LanguageManual+Types
https://cwiki.apache.org/confluence/display/Hive/languagemanual+dml

Misc types:

e BOOLEAN
e BINARY (Only available starting with Hive 0.8.0)

Complex types:

arrays: ARRAY<data_type>

maps: MAP<primitive_type, data_type>

structs: STRUCT<col_name : data_type [COMMENT col_comment], ...>
union: UNIONTYPE<data_type, data_type, ...>

Hive DML (Data Manipulation Language) provides support for:

Loading files into tables

Inserting data into Hive tables from queries or sub-queries
Dynamic Partition Inserts

Writing data into the filesystem from queries

Inserting values into tables from SQL

Updates

Deletes

Merges

Joining of tables

Grouping or aggregating the values of columns

Hive DDL (Data Definition Language) provides support for the following:

Create database
Describe database
Alter database
Drop database
Create table
Truncate table
Repair table

DDL functions also apply to the components of databases such as views, indexes, schemas,
and functions. The best way of detailing or describing the terms and functions shown previously
is to actually use them. To achieve this in Hadoop for Windows, we need to prepare our
environment for data ingestion.

Enterprise data ingestion and data storage

To prepare our Hadoop environment for data ingestion and storage, launch the Syncfusion Big
Data Studio and select the HDFS menu item. You'll notice in Figure 83 that there are some
directories within Big Data Studio that are automatically loaded upon installation. There is also
an Add Cluster button underneath the Clusters section. Underneath this button is the text
localhost, which is the local development cluster installed automatically when you installed Big
Data Studio. As we wish to connect to our multi-node cluster, let’s click the Add Cluster button.
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Figure 83: Add Cluster to Syncfusion Big Data Studio

We need to enter the IP address of the host name of the active name node of our cluster. Enter
the host server name or IP address as requested. In Figure 83, the full computer name
(including domain element) is given, and it connects to the cluster, as seen in Figure 84.
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Ll tmp
| user
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Normal Azure Secure

O Connecting to the cluster.
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Figure 84: Connecting to Hadoop cluster

The cluster is shown underneath the localhost cluster. To start receiving data, click New to add
a new folder, enter a name for the folder, and click Create.

E‘l’ Up'l_|md Download Cut  Copy Paste Copy to '.Ia--: to Delete  Rename Perm
CLUSTERS < | HOFS Root /  #F
Add Cluster O Name
localhost == Folder X
WIN-GEIUFM15GAA davinicks.com T MName
|Hadunp¢mr4

Figure 85: Creating a new folder on a cluster

You can also switch to your local cluster and create a folder there, by selecting the localhost
cluster and clicking Start Services.
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Figure 86: Starting services on the local cluster

This means you can switch between clusters by simply connecting or disconnecting.

CLUSTERS < HDFS Root
Add Cluster [] Name
] | Data
localhost — M apps
WIN-GEQUFN15GAA davinicks.com Connect ses L] mp
] user

Figure 87: Option to switch between clusters

We are now going to do our first data upload to Hadoop. We are going to upload the 3.7-GB
.csv file of house prices paid transactions mentioned earlier in the chapter. If you can't get ahold
of the file, just follow along, as we'll be using files of a much smaller size in the next section. In
Big Data Studio, choose the HDFS menu item. Click New to create a new folder, and call it
ukproperty. It will appear to the right of the text HDFS Root, which is shown in Figure 88.

If you click ukproperty, you will access the folder. Once there, you can create another folder
called 2018Update. You will now notice that the 2018Update folder has been added to the right
of ukproperty, and if you click 2018Update, you will access that folder.

Next to the New folder button on the menu, click Upload and choose the radio button to select
File. Use the button highlighted in the red rectangle in Figure 88 to select the property
transactions file we are going to upload, called pp-complete.csv. Once you find and select the
file, click OK, and you will see the following screen again. Now, click Upload.
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{ HDFSRoot [/ ukproperty / 2018Update [ g

[] Mame Size

e Upload X

# File ' Folder

File to Upload

FAUKTRANSACTIOMNS pp-completel.csv

[ ] Overwrite existing file or folder

Upload Cancel

Figure 88: Selecting file for HDFS upload

On the bottom, right-hand corner of the screen, you will see a box that shows a progress bar of
the file uploading. When the file has been uploaded, it shows Completed.

Uploads X

D pp-completel.csv Completed Open

About | Documentation | Feedback Hﬁy'u:ﬂlslm'

Figure 89: File upload complete

The file should not take long to upload on a fast system, but you could be waiting a few minutes
on a slower one. Hadoop for Windows benefits from fast, interactive facilities that are
unavailable in many Windows applications. For example, | could not even begin to load a file
this size into Excel. In QlikView, you'd be using all sorts of built-in compression (QVDs) to load
the file, and your system would certainly feel it. In databases, you'd be taking a while to upload
it, and then have to wait for running queries to view outputs from it. In Hadoop for Windows, this
file is trivial on a powerful system. Simply double-click the uploaded file pp-completel.csv, or
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right-click it and click View. The 4-GB file instantly opens in the HDFS File Viewer, which allows
you to instantly go to any one of the 31,573 pages that make up the data file.

[] Mame Size Permissions
] pp-completel.csv 3.85 GB rwwr-xur-x
N L]
— HDFS File Viewer

pp-completel.csv

A B Cc D E F G
"TA42E2F04-2538-4A25-94C5-49E29CRCAFARY" "18500" |"1995-01-31 00:00" |"TQ1 1RY" S R
"{1BA349E3-2579-9006-999E-99E2A2502284}" | "73450" | "1995-10-09 00:00" | "L26 73" o" |
“{ESBS0DCEB-BCTA-4ES4-B167-49E2A6B4148E}" | "59000" |"1995-03-31 00:00" | "BH12 2AE" | "D" “"N" |"F"
"{81E50116-D675-4B7F-9F80-49E265043271}"  "31000" | "1995-12-04 00:00" |"IP13 ODR" | "D" |™" "F"
"{B97455B9-75CE-40BB-A615-42C53683E143}" | "95000" |"1995-09-22 00:00" | “WS14 0BE" |"D" “"N" |"F"
"{FOD1E3DA-COOD-467A-A41C-42C53750DBRED}" | "45450" | "1995-02-28 00:00" | "=42 5GA" N A
“[7DAC48DA-D479-4922-86B0-42C5580DFCE7}" | "96000" | "1995-10-27 00:00" | "KTi7 2DU" | "S" “"N" |"F"
"{10ESF080-7AF3-4932-AAEF-42C55DCO55FCY" "30000" | "1995-11-28 00:00" | “WS510 9LD" | "' |"N" "F"
"{B365B080-3670-4955-80F8-42C55F081143}" "425000" |"1995-03-31 00:00" | "KT11 1HP" |"D" “"N" |"F"

Figure 90: Instant viewing of 4-GB data fie in HDFS File Viewer

For these reasons, Hadoop for Windows is very useful for storing large files—you don't have to
wait even a second to see what is contained in the large file you're viewing. Imagine quickly
double-clicking on a 4-GB CSV file in Windows, and locking up your machine and whatever
application tried to open it. In Hadoop for Windows you can have all your files, folders, and
directories neatly ordered and instantly available to view. We will be using this 4-GB file a bit
later in the book when we undertake some tasks of greater complexity.

We have ingested the data in HDFS, and we can store it and view it instantly in Windows. This
is fine, but there is also a need to manipulate data once it's in HDFS. This is where the Hive
data warehouse is used, along with other tools in the Hadoop ecosystem. We have to be able to
use Hive in Windows to the same standard that Linux users use Hive in Linux.

Executing data-warehousing tasks using Hive Query
Language over MapReduce

We're going to start by using lateral thinking, and show you something that appears to work, but
doesn't really. It shows that the greatest strength of Hadoop can also be its greatest weakness,
and how to avoid such pitfalls.

Create a new folder called Hadoop4win in the HDFS root folder, then upload the unzipped
title.akas.tsv.gz IMDB file and name it titleaka.tsv in HDFS. Now, access the Hive data
warehouse by selecting Hive from the menu in Big Data Studio.



Code Listing 15

create external table IF NOT EXISTS Titleaka(titleId string,ordering
string,title string,region string,language string,types string,attributes
string,isOriginalTitle string)

ROW FORMAT DELIMITED FIELDS TERMINATED BY ',

LOCATION '/Hadoop4win'

Enter the code from Code Listing 15 in the Hive editor window, and then click Execute. The
Hive editor window and console window are shown in Figure 91.

Figure 92: First results returned in Hive

HIVE HBASE ~ SPARK  SPARKSQL
= 2 = |6 0 B ] m @
Export Mew Database  Mew Table Execute | Stop  RunmAll  Run Selection Mode Result Help
' 22.hql v q
Editor Window
|
Result - I
Console
Console  Logs m History
Figure 91: Hive Editor and Hive Console windows
The results are shown in the following figure.
Result
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titleId ordering title region language types attributes
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ttoooooon2 |3 Le clown et ses chiens FR v WM M
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We can remove the first row of data by using the code in Code Listing 16, and then clicking
Execute.

Code Listing 16: Removing first row of data from table

create external table IF NOT EXISTS Titleaka(titleId string,ordering
string,title string,region string,language string,types string,attributes
string,isOriginalTitle string)

ROW FORMAT DELIMITED FIELDS TERMINATED BY ',

LOCATION '/Hadoop4win' tblproperties ("skip.header.line.count"="1")

The next figure shows the first row of data removed.

Result

titleid ordering title region |language  types attributes
ttooooool |1 Carmencita - spanyol thinc HLU YN imdbDisplay | \N
ttoonooot |2 BEDENEDEDEEYNE FLD® RU N N N
ttooooool |3 Carmencita us YN WM YN
ttooooool |4 Carmencita WM WM ariginal WM

Figure 93: First line of duplicated header text removed in Hive

While these results may look okay, try clicking on the menu item Spark SQL. You'll now be
asked to start the Spark thrift server; click the button presented to start it. After it starts, you'll
see a panel on the right-hand side of the screen; click Databases at the bottom of the panel,
and you'll see a section at the top of the panel called DataBase. This is shown in Figure 93.

A » ['i Grid - O

ew Table Execute  Stop  RunAll Run Selection Result Help
DataBase
=
= B7  C
4 55 [default
- title Refresh
111 ord MNew Database
~lLgtE ey Table
Sl
9l Select Top 500 Rows
-1 lang
i title ST typ Drop Database
ring -1 attr Drop Table
language types attributes isQriginalTitle MULL | NULL 1 isor Drop Column
cita - spanyol tdnc HU TN imdbDisplay TN 0| MULL | NULL Alter Tabl
er Table
e RU \N \N \N 0 MULL | NULL

Figure 94: Spark SQL environment



You then see a database called default and a database table called titleaka, as seen in Figure
94. It's the table we created in Hive that's now visible in Spark SQL. Right-click the titleaka
table and click the option to Select Top 500 Rows. In the Spark SQL window, we can clearly
see all the data was wrongly ingested into the titleld field; this is shown in Figure 95. The data
looked correct in Hive, but it clearly isn't—imagine trying to use the table in a join with another
table. As Hadoop can ingest so many different formats of data, there's a potential for errors in
processing such a range of file formats.

Result

titleid One title 19'°

titleld ordering title region  language types attributes isOriginalTitle NULL | MULL | NULL
1 Carmencita - spanyol tdnc  HU WM imdbDisplay WM 0§ NMULL | MULL | NULL
2 R IEEs RU W N W 0 NULL | NULL | NULL
3 Carmencita s M \N M 0 MULL | NULL | NULL
4 Carmencita N WM original \M 1 MULL | NULL | NULL
1 Le down et ses chiens N N arigingl  \N 1 NULL | NULL | NULL
2 Abohdcés kutyai  HU M imdbDisplay WM 0 MULL | MULL | NULL

Figure 95: Data fault clearly highlighted in Spark

Hadoop in Windows includes the ability to ingest data in compressed format, as you can with
Hadoop in Linux. We are going to upload the IMDB data files title.episode.tsv.gz and
title.ratings.tsv.gz to HDFS in compressed form. After we upload the files to the Hadoop4win
folder, rename the title.ratings.tsv.gz file to title.rating.tsv.gz by right-clicking it and choosing
Rename. The files as seen in HDFS (Figure 96) are smaller, as they are compressed. It's good
for storage, since we don't have to decompress the files and use more space. Even better, we
can work off those compressed files as if they were in an uncompressed state.

HDFS Reot / Hadoopdwin

[ ] Mame Size Permissions
O] title.episode.tsv.gz 18.65 MB rwxr-xr-x
O] title.rating.tsv.gz 4,08 MB rwxr-xr-x

Figure 96: Uploaded compressed files in HDFS with title.ratings changed to title.rating

Enter the following code in the Hive editor window to create a table called titleepisode from the
compressed title.episode.tsv.gz file.

Code Listing 17: Creating table in Hive from compressed file

CREATE TABLE titleepisode(tconst STRING,parentTconst STRING,seasonNumber
INT,episodeNumber INT)

row delimited FIELDS terminated BY '\t' LINES TERMINATED by ‘\n’
stored AS textfile

tblproperties ("skip.header.line.count"="1");
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Load data INPATH '/Hadoopdwin/title.episode.tsv.gz' into table
titleepisode;
select * from titleepisode LIMIT 25;

Now, do the same to create a table called titlerating with the following code.

Code Listing 18: Code for creating second table from compressed file in Hive

CREATE TABLE titlerating(tconst STRING,averageRating int,numVotes int)

row delimited FIELDS terminated BY '\t' LINES TERMINATED by '\n'’
stored AS textfile

tblproperties ("skip.header.line.count"="1");

Load data INPATH '/Hadoop4win/title.rating.tsv.gz' into table titlerating;
select * from titlerating LIMIT 25;

The output in the next figure shows the output from the table created in the preceding code,
namely select * from titlerating LIMIT 25. This selects the first 25 rows from the
titlerating table we just created from the compressed file. This line is a good starting point for
explaining the concept of MapReduce.

Result * I

tconst averagerating numvotes

ttooooool |5 1410

ttoooooo4 | & 99
ttoooooos |6 702
ttoooooos

0000010

Figure 97: Rows returned from the select query

The query select * from titlerating LIMIT 25 does not make use of either map or
reduce. This is because the select *, which means select all, runs through and returns values
from all the columns. There is no filtering in use, which is basically what the map element of
MapReduce is. In addition, there's no grouping of text or value data, so there's no aggregation
or summing of values. This means there is no reduction, either.

Let’s put the two tables together in a join. Joins require tables to have individual columns filtered
as columns to join tables on, so mapping is often a necessity. Resulting data from queries
involving joins often have grouped elements, or indeed group aggregation, so reduction is also
present in the query. This means that when using the Hive query language, certain queries will
not quickly return your dataset. Instead, you will see map and reduce actions running before
your dataset is returned. Hive is often criticized for slow-running queries involving joins, and this
is not without merit. It's also why Impala has become so popular; we will look at Impala a bit
later. That said, a data warehouse not capable of executing joins is no data warehouse at all.



Let's join the tables after switching to Tez mode in Hive, which helps to speed up queries. Tez is
not as fast as Impala by any means, but can make the difference between a query executing
and a query failing.

®

N Tez . Grid .

Execute  Stop  Run ANl Run Selection Made Result

Figure 98: Switching to TEZ mode in Hive

This is achieved by clicking the Mode drop-down menu, as highlighted in Figure 98, and clicking
TEZ instead of MR (MapReduce). Now, run the following code to join the two tables.

Code Listing 19: Code to join titlerating and titleepisode tables in Hive

SELECT te.tconst, te.seasonNumber, te.episodeNumber, tr.averageRating,
tr.numVotes
FROM titleepisode te JOIN titlerating tr ON (te.tconst = tr.tconst) LIMIT

25;

After running this code, you'll notice a long delay before your results are returned, as the map
and reduce actions are carried out, as shown next.

Query ID = WIN-GESUFN1SGAAT 28198122148352 3c7988e3-1877-421d-b3co-a4d94!
Total jobs = 1
Launching Job 1 ocut of 1

Status: Running (Executing on YARN cluster with App id application_1548!

Map
Map
Map
Map
Map
Map
Map
Map
Map
Map
Map
Map
Map
Map
Map

O e s N I S Sy Sy Sy e

a/1 Map 3: &/1 Reducer 2: &/1

a/1 Map 3: 8/1 Reducer 2: 8/1

a/1 Map 3: 8/1 Reducer 2: 8/1

e/1 Map 3: 8/1 Reducer 2: @8/1

a8/1 Map 3: 8/1 Reducer 2: 8/1

a/1 Map 3: B/1 Reducer 2: 8/1

a/1 Map 3: 8/1 Reducer 2: @/1

a/1 Map 3: &/1 Reducer 2: @/1

a/1 Map 3: &/1 Reducer 2: &/1

a/1 Map 3: 8/1 Reducer 2: 8/1

a/1 Map 3: 8/1 Reducer 2: 8/1

e/1 Map 3: 8/1 Reducer 2: @8/1

a8/1 Map 3: B(+1)/1 Reducer 2: 8/1
a+1)/1 Map 3: B(+1)/1 Reducer 2: 8/1
a+1)/1 Map 3: B(+1)/1 Reducer 2: @/1

Figure 99: Map and Reduce actions in TEZ mode

Once the map and reduce actions are complete, the results of the joined tables are displayed.
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Figure 100: Query results from joining titlerating and titleepisode tables using TEZ and MapReduce

Utilizing Apache Pig and using Sqoop with external data
sources

Compared to the complexities of MapReduce, Pig is seen as more straightforward and
economical to use in terms of lines of code required to achieve a task. It follows that the less
code there is, the easier it is to maintain. It's important to note that MapReduce is still utilized
within Pig, but the more literal way of expressing code in Pig is favored by many. If there was a
negative, it would be that while the Hive query language and SQL have clear similarities, Pig
really is a language of its own. You may not have used a language that looks or works anything
like it. The differences with Pig are not just in its form, but in its execution, as it doesn’t need to
be compiled.

To access Pig, simply click the Pig item from the menu in Big Data Studio. Create a folder
within the Hadoop4win folder called titles, and unzip and upload the title.basics.tsv.gz file, and
call it titlebasic.tsv. Now, enter the code from Code Listing 20 in the Pig editor window.



Code Listing 20: Code for grouping data in Pig

--Load the titles data from its location

titlebasic = LOAD '/Hadoop4win/titles' using PigStorage('\t') as
(tconst,titleType,primaryTitle,originalTitle,isAdult,startYear,endYear,
runtimeMinutes, genres);

--Group the data by startYear

groupl = GROUP titlebasic BY startYear;
--Generate the Group alone

group2 = FOREACH groupl generate group;

--Display the Group
Dump group2;

After you enter the code in the editor, you will notice the code created in the console. An
important line in that code is the URL to track the job, as highlighted next.

cop.executionengine.util.MapRed Uil - Total input paths to process : 1
cop.executionengine.util. MapRedUtil - Total input paths (combined) to process : 4

ucedobSubrmitter - number of splits:4

uceJobSubmitter - Submitting tokens for job: job_1546500940324 0021

YARMRunner - Job jar is not present. Mot adding any jar to the list of resources,

ntapiimpl.YarnClientlmpl - Submitted application application_1346300940384 0021

ucedob -JThe url to track the job: http:/WIN-GESUFNT3GAA:B0EE, y/application 1546300940334 0021/
xecutionengine.mapReducelayer.MapReducelauncher - Hadooplobld: jo

Figure 101: URL to track job in Pig

You simply click on the link shown, and you'll see an image similar to the one in Figure 102. The
figure shows the same job as in the URL, which is 1546500940384 _0021. It shows that the job
succeeded and the time, date, and elapsed time. It also shows the map, shuffle, merge, and
reduce time.



-. Syncfusion
"M BIG DATA PLATFORM

MapReduce Job job_1546500940384_0021

-]

Application

Overview
Counters
Configuration
Map tasks

Reduce tasks

Tools

Job Name:

User Name:
Queue:

State:

Uberized:
Submitted:
Started:

Finished:

Elapsed:
Diagnostics:
Average Map Time
Average Shuffle Time

Average Merge Time

Average Reduce Time

PigLatin:C:\Syncfusion\BigData\3.2.0. 20\BigDataSDK\tmp\3b2e3bbf-6b6f-44aa-b506-5f7¢
SYSTEM
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SUCCEEDED

false

Thu Jan 03 12:28:31 GMT 2019
Thu Jan 03 12:29:07 GMT 2019
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Figure 102: Tracking Pig MapReduce job

The requested result is also shown in the results window, which groups the individual start years
of the films in the database.

Result
N
1874
1878
1881
1883
1885
1887
1388

Figure 103: Returned results of Pig query showing the start years of films in the IMDB.

Some people have preferences for Hive, and others for Pig; it can depend on what exactly
you're doing. Other people prefer to export their data out of Hadoop to work with relational
database systems. This can be because they're much faster when working with joins between
tables than Hadoop, for example. There’s no real difference when using Pig in Windows to
using Pig with Hadoop in Linux. It's therefore a good time to move onto Sqoop, which can
import and export data to and from Hadoop. This is a key feature of Hadoop, and is available in
Hadoop for Windows.

[ 83 |




Sqoop

Because of current advances in integrating Hadoop in Windows, this section nearly failed to
make the book. It would though be wrong to exclude it though, since it is used by so many
people in Hadoop to import and export data. To access Sqoop, simply click Sqoop on the Big
Data Studio menu. You'll notice in the following figure that the JDBC connectors are not
installed. If you are able to go online, click the checkbox to select the Microsoft SQL Server
JDBC Connector, and the highlighted Install button will become enabled. Click Install if you
choose to install the driver in this fashion, or click the link highlighted in Figure 104 to get the
instructions to install the connector jars manually.

Sqoop b4

Sgoop requires JDBC connector jar files to be present in lik folder (SDEN\Sqoophlik) for execution of
jobs. Each driver is subject to a license that is set by the driver's provider.You will have to accept
such license to use the driver in any manner.

[ ] Microsoft SOL Server JDBC Connector Mot Installed Read Licensze
[] MySgl JDBC Connector Mot Installed Fead License
[ ] Cracle JDBC Connector Mot Installed Read Licensze

Mote: Please refer here to install the connecter jars manually.

[] Don't show this message again. Cancel

Figure 104: JDBC connector is not installed

As | am working with SQL Server v-next CTP 2.0 2019 Technology preview, | needed to
download a connector that would work with it. So if you download sqljdbc_6.0.8112.200_enu,
sgljdbc_7.0.0.0_enu or any other version it depends on the version of SQL Server you are
using. You need to visit the Microsoft.com website to accurately determine this. One you extract
the files you take the jar file which in my case is sqljdbc42 and place it in the Sqoop\lib folder.
So in a multi-node cluster environment you place that file on each node where Sqoop is
installed. The directory you place it in should be:

<InstalledDirectory>\Syncfusion\HadoopNode\<Version>\BigDataSDK\SDK\Sqoop\lib
If you are working on a local development cluster, the directory you should place it in is:

<InstalledDirectory>\Syncfusion\BigData\<Version>\BigDataSDK\SDK\Sqgoop\lib
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« Syncfusion » BigData » 3.20.20 » BigDataSDK » SDK » Sqoop * lib

o

] Mame Date modified
M2 sqlidbed2 17/01/2017 19:44
[£: commons-io-2.4 29/06/2016 00:37
[ £ postgresgl-9.4.1208,jre7 18/06/2016 08:37

18/02/2016 01:08

[

| | .gitignore

Figure 105: Connector Jar in the Sqgoop\lib folder.

After you put the file in the relevant folder, close the Big Data Studio, and then open it again.
The JDBC connector for SQL Server is now installed, as shown in Figure 106.

Sgoop 4

Sqoop requires JOBC connector jar files to be present in lib folder (SDK\Sqoopilib) for execution of
jobs. Each driver is subject to a license that is set by the driver's provider.You will have to accept
such license to use the driver in any manner.

Microsoft SOL Server JDBC Connector Read Licenze
L] My5gl JDBC Connector Mot Installed Read License
[ ] Cracle JDBC Connector Mot Installed Read License

Mote: Please refer here to install the connector jars manually.

[ ] Den't show this message again. Cancel

Figure 106: SQL Server JDBC Connector is now installed.

Click Add Connection, as shown in Figure 107, and insert the details for your own SQL Server
system. Choose the title of the connector, the connector for SQL Server, and the connection
string for your server. | named the title for my connector SqoopMov02. Then put in the
username and password for your SQL Server account; I'm using the SQL Server systems
administrator account | set up in SQL Server. Next, click Save.



W Last Run
== Connection 4
MHame* .ch-npl'-'lmﬂl
Connector® .'pdbc:iqlsen-er v

Connection Stiing” | [JFN15GAAMSSCILSERVERDVKDT|

Username® =

Passwaord®

Cancel

* R Connections * 4
Acti .
o Add Connection
Mame W Actions
pest Z M

Figure 107: Creating a connection to SQL Server in Sqoop.

After saving the connection click Add Job and name the job Currencylmport. Choose the
connection SqoopMov02 from the drop-down box, as shown in Figure 108.

!

)
| |
=)

Run Job

Install Connectors

" Connection

Mew Job

| Currencylmport |

[] Command Line

| SgoopMovi2

Add lob Edit Job Delete Job
> Job Details
Mame

a2

w dan

b ne

=

W
Mame*
Connection
Job Type™®

) Export

+ Add Connection

Figure 108: Adding new job in Sqoop

Cancel
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Since we're doing an import, click the Import radio button, then click Next. Now we will enter
the details of the database and the table in SQL Server that we wish to import data from, as

shown next. The database in SQL Server is called INTERN28, and the table is called
Currencies. Click Next to continue.

H New Job %
Database * |INTEF{NEB v|
[ Import all tables
Table ® |Currencies v|

Delirmiter | |

Back Cancel

Figure 109: Identifying database and table for data import

We now need enter the HDFS directory that we want the data imported into; in my case it's
/Hadoop4win/data. Now, click the Save & Run button.

— New Job e

HDFS directory * | |/Hadoopdwin/data |

Arguments Add
Mapper 1

Limnit

Incremental Add

Back Save & Run Cancel

Figure 110: Save and run import job in Sqoop
You now see that the job is accepted, as reflected in the following figure.



Connection Status il

Type

SqoopMov02 ACCEPTED

Import

Figure 111: Accepted Sqoop job
The status of the job then changes from Accepted to Succeeded.

Connection Type Status i

SqoopMovi2 Import SUCCEEDED

Figure 112: Successfully completed Sqoop job

We now need to go the directory where we wanted the data imported to called
/Hadoop4win/data. There you see the _Success natification, and underneath that, you see the
table that has been imported, referenced part-m-00000. Double-click on it, and you see data we
imported via the HDFS File Viewer. Notice that the file arrived first at 22:56:49, and then the
success notification arrived a second later, at 22:56:50.

.

/ HDF5Root / Hadoopdwin data / &

] Mame Size Permissions  User Group Last Medified

] D _SUCCESS 0B | rw-rw-rw- SYSTEM  supergroup 02/01/2019 22:56:50

D part-m-00000 8.04 KB | rw-rw-rw- SYSTEM  supergroup 02/01/2019 22:56:49
= HDFS File Viewer _ o X
part-m-00000 PAGE [:::] aF1

A B cC D

AFGHAMISTAN Afghani AFN | 971
ALBAMNIA Lek ALL |8
ALGERIA Algerian Dinar DZD 12
AMERICAN SAMODA US Dollar UsD | 840
ANDORRA Euro EUR 973
AMGOLA Kwanza AQL | 973
ANGUILLA East Caribbean Dollar | XCD | 951
ANTIGUA AND BARBUDA | East Caribbean Dollar | XCD | 951

Figure 113: Sqoop data arrived successfully

Now let's do a Sqoop export; we'll use a file that's installed when you install the Syncfusion Big
Data Studio. It's the Customers.csv file in the Customers folder, as shown in Figure 114.

88



/ HOF5Root J Data / Customers rd

[] Mame Size
] Customers.csv 112 KB

Figure 114: Customers csv file that is installed with the software
We'll add a job as we did with the data import, but this time we choose the Export option. We'll

use the same SqoopMov02 connection as we used for the import, as shown in the following
figure. Now, click Next.

HH New Job o

Mame™* |Cu5tu:umer5Expu:|rt |

[] Command Line

Connection * |SII|DDFIMD‘.I'|:|2 v|

Job Type ™ ) Import ® Export

d Connection Cancel

Figure 115: Starting an export job in Sqoop

We’'ll use the button highlighted in Figure 116 to choose the folder we wish to export data from;
here, it's Data/Customers/. Click Next.



== New Job X

HDFS directory = | |/Data/Customers/ =]

Arguments | | Add

Back Mext Cancel

Figure 116: Specifying folder to export data from

We now enter the name of the database we want to export the data to, and the name of the
table we want to export the data to, and click Save & Run.

— New Job X

Database * |INTEF{NEE |
Table * |Ta|::|le_1 |
Delimiter | |

Back Save Cancel

Figure 117: Save and run an export job in Sqoop

We now see the Succeeded status of the CustomerExport job shown under the previous
successful Currencylmport job. It shows that both jobs used the same Connection, as seen in
Figure 118.
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lob Details

Mame “f +«  Connection Type Status N
Currencylmport SqoopMovi2 Import SUCCEEDED
CustomersExport SqoopMov02 || Export || succeepep

Figure 118: Sqoop export job succeeded

You should now also see the data exported from Sqoop in SQL Server, as displayed in the

following figure. The customers.csv file data has arrived in the INTERN28 database table called
Table 1.

saLGuery3ql- Wi Admnzstor 55) < [

r3) e T ﬂ . jreeses Coript for SelectTopNRows command from S5M5 (*=®===/
M-GESUFMN13GAANMSSCLS SELECT TOP 1 [CustomerID]

Datab , [Company]

atabases , [contactname ]

[ Systern Databases ,[contactIT]

Database Snapshots , [Address]
I INTERM23 s [City]
+ [ Database Diagrams | FROM [INTERN2E]. [dbo] [Tbblt_l]]

=] 3 Tables
¥ [_J Systemn Tables
¥ [ FileTables
¥ 1 dbo.Currencies
|m O3 dbo.Table_1 |
3 3 Views

100 % -
# [J Synonyms

4 [ Programmability = Resuts [y Messages

¥ [ Service Broker Custemer|D Compary cortactname cortact|T

+ [J Storage 1 CUSTOMERID COMPANYNAME CONTACTMAME CONTACTTIT

# [ Security 2 ALFK Alfreds Futterkiste Maria Anders Sales Representative
J| ReportServerSMSSQLSIM |3 ANATR Ana Trujilo Emparedados y helados  Ana Trujllo Crwner

Figure 119: Exported table from Syncfusion Hadoop distribution arrived in SQL Server

While Sqoop can import and export data, | can't say it's the smoothest or most efficient tool I've
ever seen. This is nothing to do with Windows or Linux; I've just never felt it's an impressive tool.
Fortunately, Microsoft is making real progress at integrating Hadoop with Windows, and this is
providing alternatives. We will look at this in more depth in Chapter 4.

Summary

We started by presenting the capabilities of Windows Server as a perfect partner for Hadoop. Its
ability to utilize 24 terabytes of RAM and 256 processors allow it to scale to any task that
Hadoop can throw at it. We then used Amdhal’s Law to examine how Hadoop transports data
across a network, and the mechanisms Hadoop uses to store and access data on disk.



We examined the system resources required by Hadoop in Windows Server, before looking at
Hive data types and the Hive data manipulation language. We prepared Hadoop to ingest data
as we began to upload files, create tables, and manipulate data in the Hadoop ecosystem. We
manipulated compressed data files and executed table joins in Hive before carrying out jobs in
Pig and setting up connections in Sqoop. This included loading external SQL Server drivers and
focusing on the role of MapReduce in querying data in Hive and Pig.

We concluded by creating both import and export jobs between SQL Server and Sqoop after
setting up Sqoop connections for data transfer. | think we can safely say that Hadoop and its
ecosystem run perfectly on Windows Server—we are not missing out on anything in Windows
that is available in Linux.

When we go one step further—to connect to and report from Hadoop—we see the advantages
of the Windows environment over Linux. If you had asked me about this even a short while ago,
| would not have agreed. Luckily, the release of the SQL Server v-next CTP 2.0 Technology
Preview has changed all that.
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Chapter 4 Hadoop Integration and Business
Intelligence (BI) Tools in Windows

Hadoop Integration in Windows and SQL Server 2019 CTP 2.0

SQL Server 2019 v-next CTP 2.0 has the ability to read the native Hadoop Distributed File
System (HDFS) in Microsoft Windows. Earlier aspirations of integrating Hadoop in Windows are
now robust operational functionality. The SQL Server PolyBase Java Connector provides fully
integrated querying of the HDFS, using T-SQL. Further enhancements include data
virtualization, whereby the exporting of data from Hadoop to SQL Server is eliminated. Instead,
you read the data live from the HDFS using SQL Server in Windows. In SQL Server 2019, fully
integrated querying of Teradata and other relational and non-relational systems are also
available.

PolyBase, which is at the heart of the preceding developments, supports Hortonworks Data
Platform (HDP) and Cloudera Distributed Hadoop (CDH). | have tested the PolyBase
functionality with the Syncfusion Hadoop distribution and can confirm it works with the
Syncfusion platform in Windows. Please bear in mind that SQL Server 2019 v-next is a
technology preview, so if you choose to follow along in this section, you do so at your own risk.

What do these developments mean for ETL and tools like Sqoop? Why spend time importing
data if you don't need to? Microsoft has gone further with Hadoop integration in Windows and
introduced big data clusters. Steps to install and configure them may seem complex at first, but
you can quickly get used to them.

Connection Details

Connection type S0L Server big data cluster

Microsoft SOL Server

SQL Server big data cluster

Figure 120: Accessing SQL Server Big Data Clusters using Azure Data Studio



Integrating Hadoop into Windows has implications for Windows Bl users connecting to Hadoop
data in Linux. Can the Hadoop integration used in SQL Server be taken advantage of by third-
party Bl tools in Windows? If the answer is “yes,” it provides an alternative for Windows users
connecting Windows BI tools to Hadoop in Linux. For those who think SQL Server is not
significant to Hadoop or Linux users, I'll address this directly.

The most successful SQL Server is SQL Server 2017 for Linux—it had over 7,000,000
downloads between October 2017 and September 2018.

Let's have a look at SQL Server 2019 v-next CTP 2; please bear in mind that it's a technology
preview. You can download the .I1SO file from www.microcrosft.com. When installing, make sure
you choose the highlighted items shown in Figure 121. Ensure that the PolyBase Query
Service for External Data and the Integration Services options are selected to install.

Please remember that, unlike older versions of SQL Server, SSMS (SQL Server Management
Studio) is not installed during the installation—you have to install it separately yourself. SSMS
v17.5 is available free from Microsoft, but includes no database engine.

We'll be connecting SQL Server 2019 with the Syncfusion Hadoop distribution we used
previously. You don't need to install the machine learning options selected in the following
figure; that was simply my preference. If you do choose to install them, you have to download
them separately from a link provided during installation. Like SSMS, they are not included in the
SQL Server 2019 installer, and the combined .cab files are quite large. After installation is
complete, create a database in SQL Server called Hadoop4windows.

Features:

| Database Engine Services A
[ ] 50L Server Replication
+ Machine Learning Services (In-Database)
[IR
' Python
| Full-Text and Semantic Extractions for Search
+ Data Cuality Services
« PolyBase Query Service for External Data

+| lava connectar for HOFS data sources

« Analysis Services

Shared Features

[] Machine Learning Server (Standalone)
[]R
[ ] Python

+ Data Cuality Client

« Client Teols Connectivity

| Integration Services
| Scale Qut Master
¥ Scale Out Worker "

Figure 121: Installing SQL Server v-next 2019 CTP 2.0
Even if PolyBase is installed, you have to enable it for Syncfusion with the following code.
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Code Listing 21: Enabling PolyBase for Syncfusion Hadoop distribution in SQL Server 2019

-- To enable the PolyBase feature
exec sp_configure @configname = 'PolyBase enabled', @configvalue = 1;
RECONFIGURE WITH OVERRIDE;

-- To set Hadoop connectivity value to 7 for Syncfusion compatibility
sp_configure @configname = 'hadoop connectivity', @configvalue = 7;
GO

RECONFIGURE;

-- You MUST RESTART SQL SERVER after entering the preceding code.

Imagine you have a Hadoop currency file that's updated as different jurisdictions trade in more
and more currencies. You don't have to import it anymore; you can run it live in SQL Server. To
achieve this, we'll upload worldcurrency.txt to a folder we create in Hadoop called ukproperty.

/ HDFSRoot / ukproperty [/ &
] Mame Size Permissions
[] = 2018Update - PWEF-XP-X
D worldcurrency. txt 8.29 KB |rwxr-xr-x
H HDFS File Viewer

worldcurrency.td

A B C D
AFGHANISTAN Afghani AFM 971
ALBANIA Lek ALL 8
ALGERIA Algerian Dinar DZD |12
AMERICAN SAMOA Us Dollar USD | 840
ANDORRA Euro EUR 978
ANGOLA Kwanza ADA 873
ANGUILLA East Caribbean Dollar  XCD | 851
ANTIGUA AND BARBUDA East Caribbean Dollar | XCD | 951
ARGENTINA Argentine Peso ARS |32
ARMENIA Armenian Dram AMD | 51
ARUBA Aruban Florin AWG | 533
AUSTRALLA Australian Dollar AUD |38

Figure 122: World currency text file in Hadoop

To access Hadoop data sources, we need to write some code in the query window in SQL
Server. Connect to the Hadoop4windows database we created, and enter the code in Code
Listing 22. This sets up external data sources, file formats, and tables in SQL Server.



Code Listing 22: Code to set up live connection to HDFS from SQL Server 2019

-- CREATE EXTERNAL DATA SOURCE

USE Hadoop4windows

GO
CREATE EXTERNAL DATA SOURCE hadoop 4 windows WITH
(
TYPE = HADOOP,
LOCATION ='hdfs://127.0.0.1:9000'
)
GO

-- CREATE EXTERNAL FILE FORMAT

USE Hadoop4windows

GO
CREATE EXTERNAL FILE FORMAT TextFileFormat WITH (
FORMAT TYPE = DELIMITEDTEXT,
FORMAT OPTIONS
(

FIELD TERMINATOR =', ",
USE_TYPE DEFAULT = TRUE));

-- CREATE EXTERNAL TABLE

USE Hadoop4windows
GO

CREATE EXTERNAL TABLE [dbo].[worldcurrency] (
[country] nvarchar(200) NOT NULL,
[currency] nvarchar(100) NOT NULL,
[alphabeticcode] nvarchar (100) NOT NULL,
[numericcode] nvarchar(100) NOT NULL)

WITH (rLocaTion='/ukproperty/',
DATA SOURCE = hadoop_ 4 windows,
FILE FORMAT = TextFileFormat

);

Once your code has run, you should see the highlighted changes in SQL Server Object

Explorer. Refresh or restart your server if you don't see them initially.
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Connect~ ¥ *¥ VI

| = @ SERVERTAQIRTA\SQLSERV2019 (SOL Server 15.0.1000.34 - sa) |
= Databases
Systern Databases

Database Snapshots

W DWConfiguration

W DWDiagnostics

E DWQueue

|E| W Hadoopdwindows
Database Diagrams
= Tables

Systern Tables

FileTables

(= External Tables

=] -|_:| dboworldcurrency

Columns
Statistics
Graph Tables
Yiews
= External Resources |

=] External Data Sources
|HJ hadoop_4_windows |
=] External File Formats
| |_=; TextFileFormat |

Synonyms

Programrnability

Service Broker

Storage

Security
Security

= Server Objects
Backup Devices
Endpoints

B EHE

Linked Servers
Triggers

&3]

Replication
E PolyBa sr-_-l
= Scale-out Group
& SERVERTACIRTA5377({Head)
wo SERVERTACRYANSTV(Compute)
Always On High Availability

Figure 123: PolyBase and external resources enabled in SQL Server 2019

Note that you can see the dbo.worldcurrency table containing data from the
worldcurrency.txt file in Hadoop under the External Tables section shown in Figure 123. It's a
live connection, and you can query it live as you would any other table in SQL Server 2019.
Right-click the table in SQL Server and select the built-in Select Top 1000 Rows query to see



the output in the next figure. As SQL Server 2019, CTP 2.0 can read the items inside HDFS;
you don't even have to create a table in Hadoop. With this way of working, you don't have to
export updates to SQL Server; you just read the data live. Of course, you can still keep storing
historic copies in Hadoop.

Use it like any SQL Server table; it's as fast as other tables when involved in joins, as opposed
to the inherently slow joins in Hadoop.

SOLCuery3.sgl - Wl...dministrator (132]) R >0 EEelRelI Tk IR W 1 T T d e s g P )
Jr¥E*E¥*:E Cepipt for SelectTopNRows command from SSMS  F*xE®sf
SELECT TOP (1e8@) [country]

s [currency]
, [alphabeticcode]
, [numericcode]
| FROM [Hadoopdwindows].[dbo]. [worldcurrency]|

100 % -
EE Resuts =B Messages
country Cumency alphabeticcode

1 | RWANDA . Rwanda Franc RWF
2 SAINT BARTHELEMY Euro EUR
3 SAINT HELENA ASCENSION AND TRISTAM DA CUNHA  Saint Helena Pound SHP
4 SAINT KITTS AND NEVIS East Carbbean Dollar XCD
5 SAINT LUCIA East Carbbean Dallar XCD
6 SAINT MARTIN Euro EUR
7 SAINT PIERRE AND MIQUELON Euro EUR
8 SAINT VINCEMT AND THE GRENADINES East Carbbean Dallar XCD
5 SAMOA Tala WST
10 SAN MARINO Euro EUR
11 SAD TOME AMD PRINCIPE Dobra STD
12 SAUDI ARABIA Saudi Riyal SAR
13 SENEGAL CFA Franc BCEAQ XOF
14 SEREIA Serbian Dinar RSD
15 SEYCHELLES Seychelles Rupee SCR

Figure 124: Running live query against file in HDFS from SQL Server 2019 v-next CTP 2.0
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You can also see the PolyBase group of objects in the Object Explorer in SQL Server, if you
right-click the Scale-out Group and click the option Configure PolyBase Scale-out Group,
you'll see what’s shown in Figure 125. This shows the PolyBase scale-out cluster instance head
node, which is displaying Scale-out cluster server ready. You need to be running SQL Server
Enterprise to designate a head node. You then set up compute nodes as desired to create a
cluster.

I:"‘: Configure PolyBase Scale-out Gru:uupl — O by

Selecta page T Scripk vﬂHelp

Specify instances of SGL Serverto add as compute instances to the PolyBase scale-out group.

Server instances: |PalyBase scale-out cluster instances|
Server Name Compatible Server Name Role
[j ] SERVERTAQIR7A  Head Node

Scale-out cluster server ready

Figure 125: PolyBase Scale-out group cluster instance

If you wanted to add clustering, you'd require multiple servers and a domain name server. You
would then install instances of SQL Server on each server node. The next task is to enable
PolyBase on each server and designate head nodes and worker nodes. If you click the
highlighted + icon in the Configure PolyBase Scale-out Group window, you can invite another
SQL Server 2019 instance into the scale-out group, as shown next.

I:-c .e.T:_E_:;e-_?:_:g.-:_'-_E:_:;I e - - »

=¥ Connect to Server X

S Ql_ S e rve r stances to the PolyBase scale-out group.

PolyBase scale-out cluster instances:
Database Engine

Server name: [WINGESUFN15GAA\SQL2019CTP2 [v Server Name Roe
e e — (7] WIN-GESUFN15GAA Head Node
| WIN-DR6HCJEMFSI\SQL2019WORKER

<Browse ror more...

>

Cancel Help Options >>
Server:

WIN-GESUFN15GAA\SQL2019CT

Figure 126:Adding a worker node to a cluster scale-out group head node




For this to work, you have to designate an account you created in Active Directory as the

account to run the PolyBase engine and data movement services. This is done during

installation and is shown in Figure 127. You also need to install SQL Server 2019 as a compute

node, and not a head node, as this will open the firewall for connectivity.

S ooy |

Windows Security X

Enter network credentials

Enter your credentials for an account with permissions for
davinicksone.com.

For example user, user@example.microsoft.com, or domain
\user name

e DAVINICKSONE\Administrator

D)

Domain: DAVINICKSONE

oK Cancel

jate account for each SQL Server service.

junt Name Password

irvice\SQLAgentSS...
rvice\MSSQLSSQL...

WSE...> > v

UTHORITY\LOCAL...

Startup Type

Manual

Automatic
Automatic
Automatic

Automatic

k privilege to SQL Server Database Engine Service

lation by avoiding zeroing of data pages. This may lead

leted content to be accessed.

Installation Progress

Complete

Figure 127: Designating accounts for PolyBase services in SQL Server 2019 installation

The installation will not continue unless you provide your network credentials, which you set up
in Active Directory. You must use this account when installing SQL Server on each node in the
cluster. The next figure shows an acceptable account setup for the PolyBase engine and data

movement services.

< Back

Cancel
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Service Account Mame Password Startup Type
S0OL Server Agent MNT Service\SCLAgentSss... Manual W
S0L Server Database Engine MT Service\M550L550L... Autornatic |~
SOL Server Integration Services 15.0 | NT Service'\MsDtsServer... Automatic |~
SCL Server Integration Services 5c.. | MT Service\55155caleCut.., Automatic |~
S0L Server Integration Services Sc. | MNT Service\55155caleOut... Autornatic v
S0L Server PolyBase Engine DAVINICKSOMNE Admini.., |essssssss Automatic |~
S0L Server PolyBase Data Movemn... | DAVINICKSONE\Admini... |esssssss Automatic | v
S0L Full-text Filter Daermen Launc... |NT Service\MSSOLFDLa... Manual
S0L Server Browser NT AUTHORITYA\LOCAL .. Automatic |~

Figure 128: Set up of accounts for PolyBase services in SQL Server 2019

The previous steps are important because the service instance I've just added to the scale-out
group is now showing as compatible, as seen in Figure 129.

Serverinstances: PolyBase scale-out cluster instances:

Server Name Compatible ‘ Server Name Role
wnoercimransacziowo. | I LY WINGESUNTSGAR — esdMode

Figure 129: An imported server instance compatible with PolyBase scale-out groups

Had we not completed the steps outlined during installation, we would see a red icon denoting
incompatibility, and the process would end here. You'd then have to reinstall the node correctly.

T Scipt = @ Help

Specify instances of SGL Serverto add as compute instances to the PolyBase scale-out group.

Server instances: PolyBase scale-out cluster instances:

Server Name Compatible Server Name Role
HSERVERSGQLSERVZ019 (%) [j ] HSERVER Head MNode

| Polybase components are not ready to join a scale-out cluster

Figure 130: An example of an incompatible compute node instance
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We can click the arrow to add the server instance to the scale-out cluster. As you can see in
Figure 131, it's been added as a compute (worker) node, hence the different symbol.

LT Script + ) Help

Specify instances of SQL Serverto add as compute instances to the PolyBase scale-out group.

Server instances: PolyBase scale-out cluster instances:

Server Name Compatible Server Name Role
0 WIN-GESUFN15GAA Head Node

G Wi ORGHCIENFSNS _CompueNode

Figure 131: Server instance joined to PolyBase scale-out cluster

This book is being written as these innovations from Microsoft are in technology preview. There
is an emerging commitment from Microsoft to support Hadoop within Windows. It is almost as if
they are compensating for the Hadoop developer community that Linux has, and Windows
doesn't. The very portable and lightweight Azure Data Studio (80-MB download), for example,
can access Hadoop via the connection we just made in SQL Server 2019. We will look at Azure
Data Studio in a bit more detail a little later. As it can connect to Hadoop, it becomes Bl for
Hadoop, albeit with a beautifully tiny footprint. It's also available for Linux and Mac, in keeping
with Visual Studio Code, which is a small-footprint version of Visual Studio released by
Microsoft.

L

4 OPEN EDITORS |SUNSAVED

GROUP 1

[ SQLQuery_1 - HSI

® = azurequert.sgl - HSERV...

GROUP 2

® & SQLQuery 2 - HSERVE.....
4 AZURE (WORKSPACE)

You hay
folder t

Arge

Armenian Dram

Aruban Florin
Australian D
Euro

4 OUTLINE

Figure 132: The allure of Microsoft Azure, Azure Data Studio connecting to HDFS via SQL Server 2019

There could be those who take another view, namely that setting up SQL Server with PolyBase
scale-out groups involves more setup time than Hadoop itself. In Windows there's also an
upfront server cost, so is this setup appearing twice as expensive and complex? Remember,
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SQL Server is not free, just as Windows is not free. Here's a statement from a well-known
Windows-based organization, summarizing why they don't use Hadoop for Windows.

"While possible, Hadoop for Windows would bring a lot of complexity."

It takes longer to set up Microsoft big data clusters than Syncfusion Hadoop clusters or certain

Linux Hadoop clusters. To be objective, we must remember that it's only a technology preview

at this stage. Also, the tiny footprint and simplicity of Azure Data Studio is a route that Microsoft
is also pursuing. My hope, and | think the optimal solution, is for the two approaches to meet in
the middle.

The choice of Bl tools for Hadoop for Windows

In the previous section, | asked if Hadoop features integrated in SQL Server could benefit
Windows BI tools. Was Microsoft's introduction of big data clusters an admission that traditional
Bl doesn't work well with big data? To answer these questions, we'll look at seven of the best
namely:

QlikView

Tableau

Power BI

Azure Data Studio

Arcadia

Elasticsearch & Kibana
Syncfusion Dashboard Designer

QlikView: glikview.com

QlikView at one time or another been the best selling and most popular Bl tool. It has a Server
and Desktop edition, and as far as big data is concerned, can connect to Hive from Windows via
ODBC. There is also a Spark ODBC driver, and the software can run on a group of servers
handling larger datasets.

It is recommended that QlikView be the only application running on an individual server, due to
its heavy resource usage of RAM in particular. This is partly because it is an in-memory tool that
relies heavily on data compression, native QVDs, and data aggregation. Direct Discovery within
QlikView allows you to connect live to an external data source, but you can only work with a
reduced feature set when using Direct Discovery.

Tableau: tableau.com

Tableau has managed to take sizeable chunks of the Bl market, and is arguably the second-
biggest player behind QlikView in terms of purpose-built Bl tools. Tableau comes in desktop and
server editions but, unlike QlikView, is available for Linux. This is a more recent development,
providing advantages like lower operating-system costs. Tableau connects to Hive via ODBC
drivers, and is an in-memory application. It provides live connections to external data sources
and has a wide range of data connectors, including Spark SQL. Tableau has excellent data
grouping and classification tools that are part of a strong in-built feature set.

Power Bl: powerbi.microsoft.com


http://www.qlikview.com/
https://www.tableau.com/
https://powerbi.microsoft.com/en-us/

As we've already seen, Power Bl can directly connect to the HDFS in Windows. It therefore
gives deeper access to Hadoop than Hive data warehouse. It has benefitted from Hadoop
integration across the Microsoft Bl stack and wider Windows environment. A few years ago, |
didn't use Power Bl at all. Now it's indispensable, due to its native big data connectivity and tight
Windows integration.

A new breed of Bl for big data
Azure Data Studio: docs.microsoft.com

Azure Data Studio seems like a sleek and lightweight design on the surface. Dig a little deeper,
and there's a lot of power that can be tightly integrated with all Microsoft big data and database
innovations. Azure Data Studio does this in part by using extensions that can be added to the
application. You cannot access Microsoft big data clusters without extensions, for example.
Importantly, Microsoft sees big data as a whole concept, not just Hadoop. In addition, Azure
Data Studio is cross-platform: it works on the Windows, Linux, and Mac platforms. Azure Data
Studio has something of a companion product in Visual Studio Code. Visual Studio Code is a
lightweight take on Visual Studio, and is similar in appearance to Azure Data Studio.

Visual Studio Code has given the Windows command prompt a contemporary feel and new
lease on life. It can be enhanced by using extensions in the same way Azure Data Studio does.
Visual Studio Code, shown in Figure 133, looks almost identical to Azure Data Studio.
Extensions for both pieces of software can be installed from the internet or downloaded for
offline installation. You click on the three red dots, as shown in the following figure, to get the
extensions menu. From here, click Install from VSIX, which is the file extension for the file
extensions.

File Edit Selection View Go Debug Terminal Help Welcome - Visual Studio Code - Insiders
@ EXTENSIONS = | Welcome X

@builtin Show Installed Extensions

s 4 PROGRAMMING LANGUAGES Show Outdated Ext

C/C++ Language Basics 100 Show Enabled Extel
Provides snippets, syntax lig Show Disabled Exte
vscode
C# Language Basics 100 Show Built-in Extens
Provides snippets, syntax highlig Show Recommende:
vscode Show Popular Exten
Clojure Language Basics 1.00
Provides syntax highlighting and
vscode Sort By: Rating
4 FEATURES

Sort By: Install Count

Sort By: Name
Configuration Editing 100
Provides capabilities (advanced I Check for Extension Updates
i Disable Auto Updating Extensions
CSS Language Features 100
Provides rich language support f
vscode

Install from VSIX...

Emmet 100
Emmet support for VS Code
vscode

Find and run all comman:

Figure 133: Microsoft Visual Studio Code
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Arcadia: arcadiadata.com

Arcadia needs no help when connecting to Hadoop—there's no need to load ODBC drivers, as
Arcadia connects to Hadoop natively. Arcadia also connects directly to the fast Impala query
engine and runs on Windows and Mac. It's a Bl tool built for big data, embracing data
granularity, controlling data volumes, and accelerating processes. Join creation is automated,
and connections to RDBMS and big data sources are supported. For some, it may be the only
Bl tool they need, because it meets requirements of scale of any Bl task. It can also directly
access Hadoop to run queries at very impressive speeds. Using Arcadia is like being in Hadoop
itself. Add to that every visualization tool you'll ever need, and you've got Arcadia.

Elasticsearch and Kibana: elastic.co

While not originally designed to work with Hadoop, Elasticsearch can now use the HDFS as a
shapshot repository. Support for the HDFS is provided via an HDFS snapshot/restore plugin.
Elasticsearch and Kibana can, of course, search data in Hadoop and run just as smoothly on
Windows as in Linux. Sure, the texts for these products are written around Linux, but this belies
their integration with Windows. Elasticsearch 6.6.0 can be installed as a Windows service, and
Kibana 6.6.0 has new features that allow the easy import of data files. The real strength of these
tools is the ingestion and display of real-time and near real-time data. Their footprint is
comparatively small, and installation is simple and speedy. You can also very tightly manage
the resources allocated to nodes and clusters within your installation.

Cloudera and Hortonworks in Linux: hortonworks.com, cloudera.com

It's important for Windows products to compare well against their Linux counterparts. Sadly, the
absence of Impala on the Windows platform is currently a problem. In a project unrelated to this
publication, | have been in contact with the Impala developers on this subject.

Outside of Microsoft big data clusters, what tools are there for fast queries involving joins? What
if you don't want to use SQL Server—what other choices are out there? All too often, the other
choices involve using Linux products, even if it means learning a new system.

Cloudera CDH is a Hadoop release you'd struggle to create in Windows, as key functionality
isn't available. If Syncfusion could put Impala in their Big Data Platform they would; currently,
however, it isn't possible. | haven't mentioned it until now, but the exercises I've been doing in
Windows are exercises I've duplicated in Hadoop on Linux. We'll see some of this work later on
in the chapter. | did this because it's important to identify features that may benefit Hadoop in
Windows. You'll recall that | mentioned cgroups and updating ecosystem elements like Hive, as
new versions become available.

Cloudera and Hortonworks have features you'd be pleased to see in Windows solutions.
Hadoop for Windows should take more advantage of the interactive nature of Windows. This is
because the best Linux Hadoop distributions are more interactive than they used to be. The
older, rather "wooden" Linux Hadoop is being replaced by sleeker, more modern designs.
Microsoft has observed this and given Azure Data Studio a contemporary feel that you can
change at will. You'll see some of this as we go further into this chapter.


https://www.arcadiadata.com/
https://www.elastic.co/downloads/elasticsearch
https://hortonworks.com/
https://www.cloudera.com/

Connecting Bl tools to Hadoop in Windows

QlikView

A key benchmark for Hadoop in Windows is the ability to connect live with Hadoop. QlikView
connects live to data sources with Direct Discovery, but you lose certain functionality. Direct
Discovery also requires different code scripting. Some other Bl tools, like Tableau, achieve it by
just clicking a button.

The features unavailable with Direct Discovery include:

Advanced

Loop and

calculations

Calculated dimensions
Comparative Analysis (Alternate State) on QlikView objects using Direct Discovery flds
Direct Discovery fields are not supported on Global Search

Binary load from a QlikView application with Direct Discovery table

Section access and data reduction

Reduce

Table naming in script does not apply to the Direct table
The use of * after DIRECT SELECT on a load script (DIRECT SELECT *)

To see if we can access the HDFS live without restrictions, we'll connect to SQL Server via Edit
Script. Click Connect and enter the login details for SQL Server, as shown in Figure 134.

Q
! File Edit Inset Tab Tools Help

1
L Reload |3 Debug | =] = | 4|\;_.1_]| &

Provider Connection  Advanced

Al

Specify the following to connect to SQL Server data:

1. Select or enter a server name:

[SERVERTAGIR7A\SQLSERV2019

~ || Refresh

2. Enter information to log on to the server:

(7) Use Windows NT Integrated security
(®) Use a specfiic user name and password:

User name: |sa

Password: |uuuu |

[ Blank password

[ Mllow saving password

3. @) Select the database on the server:

| Hadoopdwindows

||

() Attach a database file as a database name: ]

Microsoft Data Link x

o Test connection succeeded,

Test Connection

Cancel Help

Data from Files

[ Relative Paths

Main
SET Th dSep=","
SET
SET p=",
SET ap=".";
SET ="£#,#3#0.00;-£3, %
SET "hh:mm:s3";
SET 'DD/MM/YYYY " ;
SET at="DD/MM/YYYY 1}
SET Fi ;
SET
SET
SET =1;
SET le="en-GB';
SET 'Jan; Feb;Mar; Apr;l
SET mes="January; Febrl
SET 'Mon;Tue;Wed;Thu: Fr]
SET mes="Monday; T

<

Data  Functions Variables  Setings

Databaze

[oLE DB

V| I Caonrect... |

T able Files. ..

Figure 134: Connecting to SQL Server 2019 from QlikView
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Click Test Connection before proceeding. You should see the Test connection succeeded
message displayed, which tells you you've successfully made connection with SQL Server. The
connection to SQL Server 2019 has allowed direct access to Hadoop via the external table that
we created called worldcurrency. The Preview facility displays the data, as shown in the
following figure.

Databaze Tables Fields | Original Order R ‘
Clshonal [ scigans B
Tables country
Vigws CLImEnCy
D g alohabeticoode
UNONYME .
) Table Information O x
[ Spstem T4
Dﬁllases_ Table  Columns  Previsw
Seript Tablg country rency la_'l_pha.ber.:l_cmde ~
'|'_|I_,|:|E DOMINICR East Caribbean Dollar HCD
DOMINICAN BREPUBLIC Dominican Peso DoP
Femark
ECUADOR US Dollar usD
EGYET Egyptian Pound EGPE
EL SALVADOR US Dollar UsD
EQUATORIAL FUINEA CFA Franc BELAC HAF
ERITRER Wakfa EBN
ESTOHNIA Euro EUR
ETHICPIZ Ethiopian Birr ETB ]_
- [EF-10-RELEI Il
DH | EURCPEAN THION Euro EUR
el3
DUSE FRLELAND ISLANDS Falkland Islands Pound FEP
FRROE ISLANDS Danish Erone DEE W
£ >

T B

Figure 135: Hadoop file being read live in QlikView via SQL Server 2019
The load script is then executed to load the data into the application, as shown next.

[} Executing Script ...

Thiz may take up to several minutes depending on the zize of the zornipt.,

Started at 155516, Elapzed: 00:00:20

Click the End Here button to stop script at its current pogition. Click the Abaort
button to abort the script execution,

Connecting to ProviSQL SELECT *
FROM Hadoopdwindows.dbo.worldcurrency;

der=S5QLOLEDB.1;Persist Security Info=False;UsCLEDB CCONMECT °
Connected
worldcurrency o510 Lines fetched

Figure 136: Script is run within QlikView to load Hadoop data into the application
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Though we were able to connect to Hadoop from SQL Server, the action of loading the script
ensures we can't ingest live data without the limited Direct Discovery. The way it works means
you essentially work from extracts; you would need to reload data to pick up any changes. While
we can create dashboards, as shown in Figure 137, we don't have the live connection to
Hadoop we desire or could have. Like so many BI tools not built for big data, we're importing
data due to the limits of the BI tool. Direct Discovery compensates for the fact that QlikView
wasn't built for big data analysis. Sadly, the unavailability of key functionality is
counterproductive. The restrictions of Direct Discovery previously listed are also not the only
restrictions. You cannot use pivot charts and mini charts, for example, and there are
performance-tuning issues that must be dealt with at the data source.

We could load the data into QVD files for fast load times and high data compression. You'd still
be loading extracts though, albeit much faster and with functionality unavailable in Direct
Discovery. Organizations I've worked at with multiple QlikView servers never considered using it
for live connections.

Most Popular Currencies Worldwide Bi.O
1.0
ne
06
0.4
02
0.0
EUR usD ALUD HCD WOF  HAF MNZID GBFFAR.
2.0
country . currency alphabeticoode numericcode
AFGHANISTAN Afghani AFM a7l
BLEANIA Lek ALL ]
ALGERIA Algerian Dinar DZh 12
AMERICAN SAMOA LS Dollar UsDr B40
ANDORRA Eura EUR ore
ANGOLA Kwarnza fila) aF3
ANGLILLA East Carbbean Dollar ACD Q51
ANTIGUA AND BARBLUDA East Caribbean Dollar ACD 951
ARGENTIMNG Argenting Peso ARS 32
ARMENLA armenian Dram &M 51
ARLIBA Aruban Florin BWG 533

Figure 137: Maybe it's live, maybe it's not: QlikView visualization from loaded Hadoop data extract
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Tableau

Let's see if Tableau fares any better than QlikView when attempting to connect live to the
HDFS. Connecting to SQL Server from Tableau is a straightforward task. You can't help but
notice the large number of other connectors available.

Search

Actian Matrix MonetDB

Actian V MongoDE Bl Connector

Microsoft SQL Server

JSON file

Server: SERVERTAQ 1R 7A\SQLSERY 2019
PDF file
Spatial file Database: Hadoop4windows
Statistical file
Enter information to sign in to the database:

(®) Usge Windows Authentication (preferred)
lUse a specific username and password:

oft SOL Server

Username:

R.equire 551
Read uncommitted data

Sample - EU Superstore Initial SQL...

Sample - Superstore
harePaoint Lists
World Indicators
HF Vertica Snowflake

IBM Biglnsight= Spark SOL

IEM DB2 Splunk

IBEM PDA (Metezza) Teradata

Figure 138: Connecting to SQL Server 2019 within Tableau

After connecting to SQL Server from the preceding screen, you should see what’s shown in
Figure 139. It is very different from what we saw in QlikView at the same stage.

The first thing we notice is the "Live" connection, indicated at the top-right side of the screen.
Tableau has also identified the live worldcurrency table from the HDFS file data. Tableau




achieves this by sending dynamic SQL to the source system rather than importing it.

Advantages to this approach include less storage space, as you avoid duplicating source data in

the BI system.
'+_}:' <— |E_|

Connections

S

‘l SERVERTAQIR7ANSQLSERVZ2019

Database

Hadoopdwindows

Table

BR worldcurrency

5 New Custom SQL
B Mew Union

B Data Source

B+ worldcurrency (H.

I worldcurrency

Extract

B | &= Sortfields Datasource order - Show aliases Show hidden fields
fisi] Abe Abe Abc
Country Currency Alphabeticcode Mumericcode

Update Now

Automatically Update

Figure 139: Live connection to SQL Server from Tableau connecting directly to HDFS

Live connection does not mean a reduced feature set; without being connected to the internet,
you can map data from the countries listed in the Hadoop data file.
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Format Legends

Title

F'Dnti|TabIeau Me..

> |

Alignment: | Left

> |

Body

Fﬂnti|Tableau Boo..

Shading: | Mane

Barder: | Mane

FPages

Filters

Marks

'ﬁt Automatic hd
HH &
Color Size Label
o;o l:;‘

Detail | | Tooltip

SN Country
M SUM(Number ..

iii Columns Longitude (generated)
= Rows Latitude (generated)

=

é—;f’ Country: CANADA
F—
¥

o

]

Figure 140: Features are not restricted when using live connection in Tableau

Tableau has passed the test with flying colors—there was no discernible difference in
performance, and you'd never guess you were connecting to raw Hadoop. So, the work from
Microsoft to integrate Hadoop into SQL Server can benefit third-party Bl tools.
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World currencies

Alphabeticcode = Country

ZWL ZIMBABWE

IMK A

ZAR H

YER

XPF

XOF

Alphabeticc.. Currency MNumericcode
Alphabeticcode: CHF ANGOLA

I ANGUILLA

Currency: Swiss Franc ANTIGUA AND BARBUDA

CHF Swiss Franc 756 Mumericcode: 756 A

Mumber of Records: 2

-5

& OpenSireetMap contributors

Figure 141: Tableau dashboard created from live connection to HDFS

Tableau perhaps reflects both sides of the story: the ability to connect live to Hadoop within
Windows, and now, producing Tableau for Linux. Tableau Server for Linux has integrated well
with SQL Server for Linux, which is making a big impression itself. Perhaps the lines are
becoming blurred, and the future is not as black and white as Windows or Linux. The efforts of
Microsoft to build the WSL (Windows Subsystem for Linux) is perhaps the strongest indicator of
this. The ability to access both environments from within one environment is a noble aspiration,
though the reality may be more difficult to achieve.

Power Bl

We've already seen Power Bl in Chapter 1, so we know what it can do. That said, | can confirm
that Power BI can take advantage of the live SQL Server connection to HDFS by using Direct
Query. Direct Query allows you to access data directly from your chosen data source. It's
enabled by clicking the DirectQuery button highlighted in Figure 142. This eliminates the need
to import data by giving you a live connection to interrogate larger data volumes.
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SQL Server database

Server (i

HSERVERNSQLSERV2019

Database (cpticnal)
hadcopdwindows

Data Connectivity mode (i

Import
® DirectQuery

I Advanced options

Ok Cancel

Figure 142: Power Bl live connection to SQL Server to read HDFS files live

Power Bl can also access the Impala high-speed query engine in Linux. It's interesting to note
that there is no Hive connector in Power BI. Microsoft has confronted the problem of slow query
speed with joins in Hive, and gone straight for Impala. If you really want to use just Hive, you
can use an ODBC connection.

Impala

Server
Clouderalbuntu:21050

Data Connectivity mode (0

Impart

0K Cancel

Figure 143: Power BI live connection to Impala via the direct query mechanism

Azure Data Studio

I've commented on Azure Data Studio and how to expand its feature set by adding extensions. |
didn't mention its ability to tightly monitor its own resource use and container-like nature;
everything seems to fit or work in a neat, lightweight box.
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= Azure (Workspace) - Azure Data Studio [Administrator]
File Edit View Help

EXTENSIONS: INSTALLED

@enabled

Azure SQL Data Warehouse |... 00. [ Process Explorer
Management insights with Azur -
Microsoft CPU% Memory (MB)

Redgate SQL Search 021
Search across multiple databases
Redgate

Server Reports 012
Servi

g0

Manage and trol
Microsoft

SQL Server Profiler 012
rer Profi Operations...

o]

Figure 144: Azure Data Studio with extensions installed

Azure Data Studio can connect to our live HDFS connection in the most versatile way. This is
achieved by using the SQL Server 2019 extension highlighted in Figure 144, and deployed as
shown in Figure 145.

B HSERVER\SQLSERV2019:Hadoopdwindows
Home » HSERVER\SQLSERV2019 » Hadoopdwindows

YW Dashboard SQL Server 2019 (Preview) =

Create External
Table

Figure 145: Deployed Azure Data Studio extension for SQL Server 2019

One of the features within the extension is the ability to create external tables. Does it reveal the
thinking of Microsoft? Why should you have to be in a system to create a table? Shouldn't there
be an ability not just to exchange data, but to design the components that hold it?
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a Data Source

Select the destination database for your external table

Hadoopdwindows

Select your data source type

o

- u

SQL Server

Figure 146: Create external table in Azure Data Studio

Security issues have been overcome by the creation of a database master key to secure the
credentials used by an external data source.

Create External Table

Step 2

Create Data

A master key is required. This secures the credentials used by an External Data Source. Note that

Set the Master Key password.

Password —

Confirm Password

Strong passwords use a combination of alphanumeric, upper, lower, and special characters.

Figure 147: Creating database master key in Azure Data Studio

The following figure shows the Azure Data Studio Server dashboard. The four SQL Server
extensions installed are highlighted in red. You can view and search for other databases,
including our highlighted Hadoop4windows database. You simply click on each extension to
access its functionality.
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B WIN-GE9UFN15GAA\SOL2019CTP2 X
Home > WIN-GEQUFN15GAA\SQL2019CTP2

HOME

SERVER DASHBOARD

Version Edition Computer Name 0
15.0.1000.34 Enterprise Evaluation Edition (64-bif) WIN-GEQUFN15GAA Windows Server 2016 Datacenter 10.0 <X64>

Backup Status

Lost Updated: 4:33:43 Al
" _— 0 within 24hrs

= 0 older than 24hrs
4 No backup found

New Query

empdb
DWConfiguration
Learn How To DWnDiagnostics

Configure The

Dashboard ) Hadoop4windows

Figure 148: Azure Data Studio Server Dashboard

In order to connect to a server, you need to click the server symbol, as highlighted in Figure
149. You will find it on the top, left-hand side of the screen.

E servirs | | I} H

Home > Hadoop4windows >

@ « B Hadoop4windows

| Tables HOME

D [ Views

DATABASE DASHBOARD
Figure 149: Making a connection to SQL Server 2019 in Azure Data Studio

You are then taken to the login screen, as shown in the following figure.
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Connection Details

Connection type

Server

Authentication type

Microsoft SQL Server

WIN-GESUFN15GAA, 1433

SQL Login

User name

Password
Remember password

Database Hadoopdwindows

_ DWConfiguration
Server group

DWDiagnostics
Mame (optional) DWQueue
Hadoopdwindows
master

model

Figure 150: Azure Data Studio login

The two fields highlighted show the server and the individual database login fields. We then
enter server name and port number, after making sure the Server is configured to accept
remote connections. This includes allocating a port number for SQL Server to accept
connections on. If you don't do this, you may only be able to connect to a local server. After you
log in, you see the server dashboard screen we saw earlier, plus more details on the left-hand
side. You see additional folders, including server objects and endpoints, as shown in the
following figure.

2 E] WIN-GESUFN15GAA, 1433, <de...

» @ Databases

» il Security

« Wl server Objects

« @ Endpoints

Q Dedicated Admin Connec...
Q TsqL Default TCP
8 TsQL Default viA
Q TSQL Local Machine

Q TSQL Named Pipes

4 W Linked Servers

Figure 151: Azure folders showing server objects and endpoints



When you're in Azure Data Studio, you can change the look and feel of the app completely. You
can also access the live Hadoop data connection we created, as shown in Figure 152.

B Run # Disconnect & Change Connection Hadoop4windows
= I; Hadoop4Windows Connection e SELECT TOP (1000) [country]
2 ,[currency]
“ Tables -

,[alphabeticcode]

[
»  EH dbo.landregistrydata (External) , [numericcode]
[

» B8 dbo.worldcurrency (External) 5 FROM [Hadoop4windows].[dbo].[worldcurrency]
b Views
b Synonyms
’ Programmability Results Top Operations
b External Resources
4 RESULTS
b .
service Broker country currency alphabeticcode
b Storage
5 Securi 1 LEBANON Lebanese Pound LBP
ecurity
b Bl TS1 Connect 2 LESOTHO Loti LSL
3 LESQTHO Rand ZAR
4 LIBERIA Liberian Dollar LRD

Figure 152: Live connection to HDFS from Azure Data Studio

The problem of slow joins in Hadoop is eliminated in the Microsoft big data solution.

SERVERS BE B B SQLQuery 3 - WIN-GE..ws (sa) ® SQLQuery 1 - WIN-GE..ws (sa) ®
Search server names P Run & Disconnect & Change Connectien = Hadoop4windows A | & Explain
< B Hadoop4Windows Connection 1 SELECT wor‘ldcur‘r‘ency.cot.mtr‘y, wc_wldlnfor‘m.?tlon.counil:r'ylocalf worldi
‘ 2 worldinformation.coastline, worldinformation.gove
[Eltlies 3 worldinformation.url
» B8 dbo.landregistrydata (External) 4 FROM worldcurrency INMER JOIN
5

3

» BB dbo.worldcurrency (External) worldinformation ON worldcurrency.alphabeticcode

» B dbo.worldinformation (External)

4 Views
b Synonyms
b Programmability
4 RESULTS
4 External Resources i i .
country countrylocal countrycode | continent | capital population
4 External Data Sources
@ hadoop 4 windows 1  ALBANIA Shqipéria AL Europe Tirana 2873457
4 External File Formats 2 ANGOLA Angola AO Africa Luanda 29784193
D csvformat 3 AZERBAIAN Azdrbaycan AZ Asia Baku 9862429
12 .
2 TextfileFormat 4  EQUATORIALGUIN..  Guinea Ecuator.. GQ Africa Malabo ~ 1267689
4 Service Broker 4 MESSAGES
b Storage 2:51:00 PM Started executing query at Line 1
4 Security (9 rows affected)
Q) TS1 Connect Total execution time: 00:00:01.252

Figure 153: Fast execution of Hadoop queries involving joins as fast as Impala
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In the preceding figure, you can see the additional table among those highlighted, called
worldinformation. The tables are followed by the word external, as they are live connections
to Hadoop. Running a query joining that table to our worldcurrency table was executed in
00:00:01.252 seconds. In any version of Hive in any Hadoop release, this would take at least a
few minutes. This is one of the reasons why some people prefer what Microsoft is doing with big
data and Hadoop. I'm able to do all this from an 80-MB app that is around 400 MB when
installed, plus extensions. It's a lot of bang for your buck, or it would be if it wasn't free of charge
on Mac, Linux, and Windows. The fun doesn't stop here: you can create dashboards from your
live Hadoop queries. Charts are created "on the fly" and shown on the Chart tab, as highlighted
in Figure 154. You can make as many charts as you wish to populate your dashboards.

SERVERS E ¢ B SQLQuery_3 - WIN-GE..ws (sa) ® SQLQuery_1 - WIN-GE..ws (sa) ®
Search server names P Run # Disconnect & Change Connection | Hadoop4windows v ‘ & Explain
4 B Hadoop4Windows Connection 1 SELECT top 2 worldmformatlc.m.countfylocal, wc.Jrldln'For*ma?tlon.|
‘ 2 worldinformation.coastline, worldinform
THlE 23 3 worldinformation.url
» BB dbo.landregistrydata (External) 4 FROM worldcurrency INMER JOIN
» BB dbo.worldcurrency (External) 5 worldinformation ON worldcurrency.alphal

B8 dbo.worldinformation (External)

4 Views
4 Synonyms
4 Programmability

External Resources Results Chart

7 External Data Sources @ Create Insight & Copy as image B Save as image

'@ hadoop_4_windows Shaiperia [____] Angola Guinea Ecuatorial
30000000,

External File Formats

Y csViormat

D TextFileFormat 25000000
) Service Broker
b Storage 20000000
4 Security
» B 71 Connect 15000000

10000000 \
5000000
=\

0 I i [ I o ]
population area coastline birthrate deathrate ur

N

Figure 154: Live charts based on the results of high speed Hadoop queries with joins

The power of the app is such that you can change the visualization types in an instant on
screen. You don't have to go to a separate area or separate mode of operation—they are
instant, on-screen changes.



€ Create Insight B2 Copy asimage B Save asimage

| Shqgipéria | Angola Guinea Ecuatorial Chart Type
‘ doughnut v |
Data Direction
‘Vertical v |
Use column names as
labels
o
Legend Position
top v

Figure 155: Instant changes of visualizations using Azure Data Studio
Arcadia Data

Arcadia comes with everything you need to connect to Hadoop contained within it.

T ARCADIA

D ATA

I Start the Arcadia Instant Server
Go I Launch a Browser
Stop I Stop the Arcadia Instant Server
Quit I Quit

Server is running

Figure 156: Arcadia Data, the server is running
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After installing Arcadia, click the Start button shown in Figure 156. You see a message
displaying Server is running, at which point you click Go. At this point you must register the
product, or you cannot proceed. You then create a Hive connection in Arcadia, as shown next.

Connection type Hive -

Connection name
Arcadia

Confluent KSOL
Basic Advanced| Databricks / Spark SQL

Impala
Hostname or IP MariaDB
address MySQL
SOLite
Port # 10000

Figure 157: Hive connection in Arcadia, requires hostname, username and password to Hive

With your connection created, the Connection Explorer locates the databases in Hadoop and
lists all the tables in them.

(D ARCADIA Home Apps Data search titles, viz types, datasets, authors | Q,
&

D AT A

Data / Hadoop4win
% New Connection

% samples

&% MNew Dataset == A Import Data

&% Datasets B8 Connection Explorer (2]

& default Table Name
customers

emp

expense
landregisirydata0?2
titleepisode
titleepisodej
fitlerating

fitleratingsj

Figure 158: Arcadia Connection Explorer
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The connection to Hive is a live one, and Arcadia is an interactive experience. You drag and
drop the fields from your tables into dimensions and measures to create visualizations. This is
shown in Figure 159, where the fields highlighted in the red rectangle are dragged into the fields
highlighted in the green rectangle.

s .

e Currency Chord &
world currency

ra
Sample Mode: | Off

Dimensions T CUrmency = T ABR =

S Al Measures 2 Record Count ~
Segments Show All -
X Filters T currency in CAustralian Doll: -

Drag elements from lists below
1o shelves on the right

Dimensions 0 — ] Ay
T Segment > )
&£

T country v

T currency

T ABH -\.

Measures a

eV IE ]

# Record Count

REF

USDgy,,

[eia

Figure 159: Creating visualizations in Arcadia Data

Arcadia is a new breed of tool that brings high quality visualizations to live, big data systems.
With tools like Arcadia, you can do everything in one system; there's no ETL, as you don't have
to move the data.
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At first glance, Arcadia is very capable of connecting to live Hadoop instances and creating
visualizations. We have looked at Arcadia 2.4, but when we revisit it, we'll look at Arcadia 5.0.
We'll see if progress has been made by this tool designed to work with big data.
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Figure 160: Arcadia dashboard visualizations
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Elasticsearch and Kibana

While it's known that Elasticsearch now uses the HDFS as a snapshot repository, it’s less well-
known that Kibana is being developed to ingest data commonly found in Bl tools.

Many tools that were once the domain of Linux are now established on the Windows platform.
Kibana and Elasticsearch are welcome additions to that group of products. The Windows
installer may have made their installation painless, but launching both tools is still done via the
command line. In Elasticsearch 6.6, the startup is automated by clicking the icon that appears
after installation. You also have the option of installing it as a service with this release. You
always run Elasticsearch before Kibana. After launching Elasticsearch, you'll see the following
screen.

== Elasticsearch 6.4.0 — O *

: new_master {HSERVER}{968TAnvwREYy6-x9p
4889344, xpack.installed=true,

joined)[, 111)
recovered [@8] indices into cluster_state
adding template [.watches] for index p3

adding template [.watch-history-9] for
index patterns [.watcher-his )
INF adding template [.triggered_watches] fo
r index patterns [.triggered_ws
adding template [.monitoring-
adding template [.monitoring-
adding template [.monitoring-beats] fon
adding template [.monitoring-alerts] fo
adding template [.monitoring-kibana] fo
license [eff7a25d-f3b5-4658-b41b-223643aaca2c] mod
publish_address {127.8.8.1:9288}, bound_ad

started

Figure 161: Elasticsearch started in Microsoft Windows

Now do the same for Kibana, but by running the .bat file in the bin folder of your installation. The
next screen should then appear.
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Adminestraton: Kibana Server

Figure 162: Kibana Server started and now active in Windows

The browser address to access Kibana is highlighted in red in Figure 162. The link shown is
http://localhost:5601. After accessing the link, you'll see the screen shown in Figure 163. You're
immediately invited to ingest data logs, operating system metrics, and much more. This is
perhaps the Kibana and Elasticsearch sweet spot: ingesting data generated by the hour,

minute, or second.

Add Data to Kibana

Use these solutions to quickly turn your data into pre-built dashbeards and monitoring systems.

APM

APM automatically collects in-
depth performance metrics and
errors from inside your
applications.

Add aPM

Add sample data

—u

Logging
Ingest logs from popular data
sources and easily visualize in
preconfigured dashboards.

R
-

Metrics

Collect metrics from the
operating system and services
FUNNINE on Your servers,

Add metric data

Upload data from log file

Load a data set and a Kibana dashboard mport a C5W, MDJSON, or log file

Figure 163: Kibana 6.6 main screen
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You can use the experimental feature to import data outside of the JSON format. These are
perhaps the first steps in not just utilizing Hadoop for snapshots, but for "front-loading" Hadoop
data for Bl purposes. The experimental Import feature is shown on the following screen.

Import data  ExPERIMENTAL

Simple Advanced

Irichex marme

Resaet |

File processed Indeyx craated Data uploaded

~ Import com plete

Index hadoopdwin

Index pattern hadoopdwin

Figure 164: Front loading data into Kibana, the experimental Import data feature

This allows you to easily create outputs from a wider range of custom data sources in Windows.
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¥ averageRating "1 o 10" & numVotes: "0t 1.600.000"  averageRating: "5 to 10"

Figure 165: Kibana dashboard using data from experimental Import data tool

Syncfusion Dashboard Designer

The Syncfusion Dashboard Designer is made by the same company that produced the
Syncfusion Big Data Platform. We'll look at Syncfusion Dashboard Designer in the final chapter,
when we see how Bl tools perform with larger data loads. Only the 4-GB Land Registry file we
downloaded earlier will be used in the final section. First, let's look at elements of Hadoop in
Linux that I'd like to see in Windows.



Three features from Hadoop in Linux I'd like to see more of

While this is a book about Hadoop for Windows, we should be aware of Hadoop on Linux
developments. In Cloudera (CDH), Impala is the default query editor engine. When you use
Query Editor you immediately access Impala to write queries. Figure 166 shows the same query
with joins that we ran earlier; it joins the Ratings table and the Episodes table. You could run
this query in any version of Hive or Pig, and it would take a good few minutes. Our figure
highlights the 4.31 seconds it took in Impala. The joined tables presented no problems and
near-relational database speeds were achieved.

{ Impala ratings ALL fields  Adda ript e =

te.tconst, te.seasonMumber, te.episodeNumber, |.I.:5-'.-".'[:qu.'|".:5-|.'.:'::. tr.numyotes
M eplsodes te JOIN ratings tr ON (te.tconst tr.tconst) LIMIT ;

tconst seasonnumber episodenumber averagerating
L @ COLUMNS(5) ‘ P gerating

3 LN T T ]

TG 150 BLALL MUALL 8

Figure 166: Impala running in Cloudera CDH on Linux

Cloudera offers basic graph and dashboard facilities within the Hadoop environment. You don't
have to leave Hadoop to produce quick graphs and tables on Hadoop data. Some companies’
tools are better than others, but it's a trend | expect to see continuing. The Cloudera offering is
shown in Figure 167, and can auto-generate graphs from tables containing math elements. You
can also build various visualizations from your chosen columns.
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Query History Q Saved Queries Q & Results (1,024+) .*

@Grouped O Stacked @ numvotes

7.20000... 6.70000... 6.20000... 5.79999...

e : 5.053k
averagerating

- |

-

Y-AXIS 4k

[ averagerating
3k
numvotes
2k
GROUP
[ Choose a column to piv...

-

1

=

LIMIT
|_ 10

,] 0

Figure 167: Basic visualization facilities in Cloudera CDH

The Hortonworks Linux platform has a function that would benefit any Hadoop distribution:
automatic creation or removal of the first row as a header for data. The ability to define
delimiters would also grace any Hadoop distribution.

Step 1: Choose File S e LSl gl Step 30 Define Columns

Choose a Delimiter

Delimiter Tab (i) r

Enter the column delimiter. Must be a single character. Use syntax like 001" or "i¢"

Read column headers | ¥
Check this box if you want to read first row of the file as columns header.

Table preview  tconst parentTconst seasonNumber
1t0041951 tt0041038 1
tt0042816 0939125 1
tt0042389 tt0989125 ‘N
tt0043426 tt0040031 &
tt0043631 0989125 2

Figure 168: Automatic creation or removal of column header and defining of delimiters




Chapter 5 When Data Scales, Does Bl Fail?

Preparing the Dataset

We need to see how Bl tools for Hadoop fare when faced with a larger data load in Windows.
For this reason, we'll create the code for the 4-GB Land Registry database and its .csv file
format.

Code Listing 23: Code for creating csv file format and Land Registry table in SQL Server 2019

-- CREATE EXTERNAL FILE FORMAT FOR CSV FILE IN SQLSERVER2019
USE Hadoop4windows
GO

CREATE EXTERNAL FILE FORMAT cSvVformat WITH (

FORMAT TYPE = DELIMITEDTEXT,
FORMAT OPTIONS

(
FIELD TERMINATOR = , ,
DATE_FORMAT = 'MM/dd/yyyy"',

STRING DELIMITER = 5
USE_TYPE DEFAULT = TRUE));

-- CREATE EXTERNAL TABLE FOR UK LAND REGISTRY DATA
USE Hadoop4windows
GO

CREATE EXTERNAL TABLE [dbo].[landregistrydata] (
[transactionuid] nvarchar(100) NOT NULL,
[price] int NULL,

[dateoftransfer] nvarchar(100) NOT NULL,
[postcode] nvarchar(100) NOT NULL,
[properttype] nvarchar(100) NOT NULL,
[newlybuilt] nvarchar(100) NOT NULL,
[tenure] nvarchar(100) NOT NULL,
[housenumorname] nvarchar(100) NOT NULL,
[2ndhousenumorname] nvarchar(100) NOT NULL,
[street] nvarchar(100) NOT NULL,
[locality] nvarchar(100) NOT NULL,
[towncity] nvarchar(100) NOT NULL,
[district] nvarchar(100) NOT NULL,
[county] nvarchar(100) NOT NULL,
[transactiontype] nvarchar(100) NOT NULL,
[recordstatus] nvarchar(100) NOT NULL)

130



131

WITH (LocaTIioN='/ukproperty/',
DATA SOURCE = hadoop 4 windows,
FILE FORMAT = CSVformat

)s

For this code to work, please make sure the 4-GB Land Registry file is in a folder called
ukproperty. To give the BI tools we're going to use a fair chance, we'll also create the table in
Hive.

Code Listing 24: Code to create Land Registry table in Hive

-- Creating external table from Land Registry file in ukproperty folder
CREATE EXTERNAL TABLE IF NOT EXISTS landregistrydata0O2(transactionuid
string,price string,dateoftransfer string,postcode string,properttype
string,newlybuilt string,tenure string,

housenumorname string,2ndhousenumorname string,street string,locality
string,towncity STRING,district STRING,county STRING,transactiontype
STRING,recordstatus STRING)

ROW FORMAT DELIMITED FIELDS TERMINATED BY ', LINES TERMINATED by '\n'
stored AS textfile;

Load data INPATH '/ukproperty/pp-completel.csv' into table
landregistrydata02;

select * from landregistrydata02 LIMIT 25;

The tools we are going to use are: Tableau, Azure Data Studio, Arcadia Data, and Syncfusion
Dashboard Designer.

We already know the limitations of QlikView Direct Discovery, and with Azure Data Studio and
SQL Server, Microsoft products are already represented.

Using Tableau with large datasets in Windows Hadoop

| used the Hortonworks Hive Connection for Tableau after installing Hive OBDC 2.1.16 driver.



I landregistrydata

=2 View Data: landregistrydata O *
10,000 rows
recordstatus  street tenure  towncity transactiontype  transactionuid price ~
A GLEMDALE RISE F CARLISLE A {D70ABTOE-DCF3-4AFD-A530-E... 107,500
A WORCESTER ROAD F DROITWICH A {1ADD4FF4-B132-474A-920AE1... 132,500
A SALTRAM ROAD F FARNBOROUGH A {B3147162-0E05-4124-AFASE1L. .. 242,750
A PARLIAMENT STREET F PETEREOROUGH A {C3FCF829-20CB-456A-B11E-DE. .. 116,500 W
< >
BEH | iE Sortfields | Data source order v Show aliases Show hidden fields roy
Abc H# Abc & Abc Abc Abic
Transactionuid Price Dateofiransfer Postcode Properttype Mewlybuilt Tenure

Figure 169: Tableau connecting live to 4-GB Land Registry file in Hive

The Tableau live connection was immediate and fast, automatically previewing 10,000 rows in a
preview window with ease. | certainly don't need a data preview for anything that big, but it was
impressive to see. | was able to use any visualization | wished to without adverse effects on
performance. Overall, it's an easy pass for Tableau, though it would be good to see one or two
new visualizations. As you work with larger amounts of data, standard visualizations don't
always provide the best presentation choices. The Tableau visualization is shown in the
following figure.
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Using Azure Data Studio with large datasets in Windows
Hadoop

Azure Data Studio pulled back the data in almost effortless fashion. The highlight was the easy

use of IntelliSense on a file that big. A query with a where clause, as shown in Figure 171, works

with IntelliSense. There is no delay in predicting the next word you type, or identifying words in
the system. As before, there is no connection via Hive, but directly to HDFS from SQL Server. |

can't find fault with the performance of this tool, and the application is compatible with the
Syncfusion platform. As good as Azure Data Studio is, it's only as solid and reliable as the
Hadoop system it's connected to.

SERVERS E]_ adoop4windows:Hadoop4windows = SQLQuery_1 @ £ dbolan

# Disconnect Change Connection Hadoop4windows ¥ | & Explain

2ndhousenumorname ]
street]

E] Hadoop4windows
4 W Tables

»[

[

] »[locality]

i dbo.landregistrydata (Extern... , [towncity]
dbo.worldcurrency (External) ,[district]

» [C:::: u nty]

, [transactiontype]
[
[

@ views

[ Synonyms recordstatus]

Hadoop4windows ].[dbo].[landregistrydata]

]

[ | Programmability

- External Resources |
tr|
4 @ Extemnal Data Sources cemrt s
ansactiontype
® hadoop_4_windows & Cransactionuid

4 W External File Formats N T g° [RIGGER_NESTLEVEL
M

Y _CAST
% TextFileFormat _ Y CONVERT

@ service Broker —_— Y_PARSE

[ | Storage

[E] CSVformat

[ | Security

ACKING IS COLUMN IN MASK
~ 1 ZUUD-UD-ZU L. ULID 43)

98500 2005-09-23 0. OL12 7DH
3FDOFE20-CA 52000 © 2005-06-030.. ' NE4 8AD

Figure 171: Azure Data Studio making a fast connection to Land Registry data file in Hadoop
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Perhaps because of the small size of the app, | was expecting some kind of decrease or
degradation of performance. That didn't happen though, and it's clear that Microsoft has laid the
foundations for much smoother big data experiences. The word | would probably choose to
describe the performance of this tool overall is “effortless.” Windows Server never felt like it was
under any strain at all.

Using Arcadia Data with large datasets in Windows Hadoop

As stated earlier, we are now using Arcadia Data 5.0. This version of the software has a feature
called Direct Access, as shown in Figure 172. Direct Access enables you to query a Hadoop
data source live. In this case, Hive is being queried with SQL from the Arcadia Direct Access
window. The data at the bottom of the screen is the data returned by the query. This is without
guestion the fastest Hadoop query tool I've seen—it's as if you're in Hadoop itself. You may find
that it returns queries faster than queries written inside Hadoop. With the data returned you can
either create a dataset to create visualizations, or download it as a .csv file.

| & NEW DATASET || |

<o Datasets BB Connection Explorer || >_ Direct Access @

Query

Enter SQL below

select * from landregistrydata®? limit 10808;

m ‘ &% CREATE DATASET | | & DOWNLOAD CSV

select * from landregistrydata02 limit 10000

landregistrydata02.transactionuid landregistrydata02.price  landregistrydata02.dateoftransfer
"{A42E2F04-2538-4A25-94C5-49E29C6CBFAB)Y"  "18500" "1995-01-31 00:00
"{1BA349E3-2579-40D6-099E-40E2A25D2284})"  "73450" "1995-10-09 00:00
"{ESBS0DCB-BC7A-4E54-B167-49E2A6B4148B}"  "59000" "1995-03-31 00:00

Figure 172: Direct Access in Arcadia 5.0



Arcadia has a number of features that enable you to sustain long sessions with large amounts
of data. The following figure shows the "Clear result cache" facility, something you don't see
often in Bl tools.

‘ % NEW CONNECTION ‘ ‘ ok NEW DATASET H = ‘

#~ Clear result cache

% samples

o Datasets © Import Visual Artifacts  O€l
% Syncfusion Big Data clust.. #

Figure 173: Clear result cache feature in Arcadia

Another feature is the sample mode, which lets you control how much data you work with in
percentage terms. You can also limit the number of rows retuned in the preview. This prevents
you from "flooding" the application with data, and ensures the screen redraws faster.

Home  Apps Data

I NewApp I Run in Sample Mode E

o~

U ntltle Running in sample mode will allow you to run on a subset of your data which will make the
chart load faster.

Sample Mode: % of data

rg

Dimens

Meas

& |F cancel

[ umit 100 7]
2 Refresh Visual

Figure 174: Sample Mode in Arcadia Data

In order to analyze data and create visuals, you create datasets from your tables. This just
involves clicking New dataset in the same row that your table is shown in. This is portrayed in
the following figure.
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& Datasets B8 Connection Explorer

& gefault Table Name

customers & New dataset
emp o New dataset
expense &% New dataset
landregistrydata02 & New dataset

Figure 175: Creating a new dataset from a table

You can now create a dataset from your visual by clicking the New Visual link.

o= Datasets

Title/Description

Land Registry 24yrs data
default landregistrydata02

imdbepisode

imdbrating
default titlerating

&8 Connection Explorer

[l New Visual

[l Mew Visual

[l New Visual

(2

Created

Feb 18, 2019

Feb 08, 2019

Feb 08, 2019

Figure 176: Creating visuals from datasets

Last Updated

a few seconds ago

10 days ago

10 days ago

We can create visualizations by dragging the Dimension and Measures fields highlighted in the
red box shown in Figure 177 onto the Dimensions and Measures fields highlighted in the

green rectangles.
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Dataset #< | UK Land Registry Data 1995 - 2018 &t
Land Registry 24yrs data -
Sample Mode: E <

Dimensions: T| county «

Segments Show All Measures: # | max(price} =
X  Filters:
Fields Hide Limit: | 100 3|
Drag elements from lists
below to shelves on the right
Dimensions (17 ]
N transactionuid price dateoftransfer postcode properttype
~ landregistrydata02
T Segment "TAAZEZF04- "18500" "1995-01-31 T "F"
T transactionuid 2538-4A25-94C5- 00:00" 1RY"
T price A9E29C6C3FABY"
T dateofiransfer
T | postcode "MBA349E3- "F3450" "1995-10-09 "L26 TXJ" | "D
T | properttype 2579-40D6-999E- 00:00"
) 49E2A25D2284}"
T newlybuilt

Figure 177: Choosing dimensions and measures for our visualizations

We can filter the field data and store the choice to create segments.

street locality towncity district county
"HIGHER "TORQUAY" "TORQUAY" "TORBAY" "TORBAY"
WARBERRY
ROAD"
"CATKIN ROAD" "LIVERPOOL" "LIVERPOOL" B "MERSEYSIDE"

towncity "LIVERPOOL"

Include

"ALDER ROAD" "POCLE" "POOLE" Exclude "POOLE"

Modify click behavior...

Figure 178: Filtering data for the city of Liverpool
Arcadia Data has a wide variety of visualizations, as seen in the following two figures.
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Figure 179: Dashboard design with Arcadia Data
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Figure 180: A second dashboard created using Arcadia Data




Using Syncfusion Dashboard Designer with large datasets in
Windows Hadoop

When you start the Syncfusion Dashboard Designer, you see what is effectively a blank canvas.

== File Edit Dashboard Data Source Widget Server Help n - O
i Untitled Dashboa...
2
i —
= ~ e (=] = -
g ¥ Y (53] Enable Comment Configure Filter | ENTEN
g
8  Search DASHBOARDS »
Comparison - Untitled Dashboard_1
[ iF B
I Column Chart Tt o S &
— I Compare values for a set of unordered items across g DATA SOURCES
Bar Calumn categaries using vertical bars arranged horizontally.
— Data Requirements
= I L 1 or more Values and 1 or more Columns + &
Stacked Bar Stacked =
Column
iZi WIDGETS
-
| I |
100% 100%:
Stacked Bar Stacked ]
Column

Figure 181: The blank canvas of Syncfusion Dashboard Designer

In Figure 181, the icon highlighted in red is the button for creating a data source. To connect to
SQL Server 2019, you simply fill out the form shown in the following figure, then click Connect.
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Mew Connection

Data source name Hadoopdwindows
Connection type Microsoft SQL Server -
Server name SERVERTAQIR7AN\SQLSERV2019 ~
Authentication type Windows Authentication w
User name SERVERTAQIRTA\Dave
Password
Database -
DW(Configuration
DWDiagnostics
DWQueue

Hadoop4windows
Test Connection Close

Figure 182: Connection to SQL Server 2019

If the tables you want to work with are in Hive, you can use a Hive connection or a faster Spark
SQL connection. This will pick up the tables in the "default" database when you log in.

MNew Connection
Data source name Hadoopdwindows_Spark
Connection type Spark SOL -
Server name HSERVER
Port 10000
Syncfusion Dashboard Designer |
~

o Test connection successful.

Database default ~

Test Connection Close

Figure 183:Spark SQL login
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You instantly connect to a blank canvas, and on the left side, you see the tables within SQL
Server. You follow the onscreen message to drag and drop tables to create a virtual table.

Search

I
| landregistrydata - |

3 transactionuid

@ price

3 dateoftransfer
I postcode

I properttype

B newlybuilt

j S Drag & drop 1aHLe

3 tenure V"riuﬁc fﬁ.é&

o create A

I housenumorname

Figure 184: Invitation to drag and drop tables to create a virtual table

When you drag your table to the canvas, you can add columns as you wish. The application
does not overload the table with data from the data source.

landregistrydat... €

< [ postcode

< [ propertiype
<& [ mewlybuilt

> @3 tenure

<> [ howsenumomame
5 3 2ndhousenumormame
o> [ street

5 [ locality

<& @3 towncity
o —

> @@ county

<> [ transactiontype

Ciata Preview : Interactiong in the grid will only be reflectied in the previes and wil n
transactionuid T price T properttype T newlybuilt T
(AA2EIF0A-2538-4A25-0405-40E 20 6CBFARY “18300" "M
“[1BA34SES-25T9-4006-999E-49E2A2502284)° T340 it Ll

Figure 185: Selecting columns to add to the virtual table

You have the ability to select, deselect, and search records, as shown in the following figure.
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v

Clear Filter

Text Filters >

| Q]

landregistryd

B (select All) i

Rl (07577183-5DD8-4434-ABC1-91F6CE
€ price {0BAD7213-45E4-4690-9C31-8E6B14
B8 dateoftransfe {0E3391C3-B511-441D-8E32-D3B78F
i = {OF89A09D-A263-4871-BEAA-873F82
M postcode

(102A9451-9E44-4562-AF73-1639A9;
€3 properttype (10528242-102E-4BC2-A28C-19D240
newlybuilt {10C02ASC-0784-4ACC-9216-8ACBT:

{118BFD76-D73F-4F76-9D76-8ACS6F
tenure -
o%  Interactions in the grid will only be refiected in the g
housenumor oK 1 Gl
3 2ndhousenuierr Y price V| dateoftransier
{47DCEE64-E22B-4BBD-8 38500 1995-02-27 00:00

Figure 186: Filtering records you do or don't wish to select

You can change column types, rename columns, and carry out aggregation functions on the fly.

landregistrydata €@
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Figure 187: Change of column types, names and aggregation functions

You are now ready to create a visualization. Click a graph icon on the Dashboard tab.
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Figure 188: Bar and Column graph icons on the Dashboard tab

You create graphs by dragging Measures and Dimension fields to values, columns, and row
fields. If large amounts of data are being loaded, a warning appears on screen, inviting you to
filter the data. This warning is shown in the following figure.

You can then filter the data based on your selections.

Measures Search Value(s)
| : ;| Sum(price) o x
Syncfusion Dashboard Designer e -
Plotting large amounts of data results in delay and reduces e '
the readability of the visualization. Do you want to apply a
filter?
Click Yes to filter the Data
Click No to continue
Column(s)
: | properttype o X
B towncity - -
@ district
B county
D transactiontype
B recordstatus
Expression Columns + Row
county g x

Figure 189: Adding measures and dimensions to create visualizations
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Figure 190: Filtering the records in your dataset

If you wish, you can use the Rank feature; this example ranks the top 10 average house prices.

List BEDFORDSHIRE ELACKPOOL,... ~
Condition
Column transactionuid
Summary Count
Equals
Rank
Maode Top w
Count 0 2
Column price w
Summary Average ~

Figure 191: Top 10 average house prices by rank

We can now create visualizations with our filtered dataset. Dashboard speed is maintained by
preventing unnecessary data from overwhelming the dashboard.
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Figure 192: Creating visualizations from our filtered data

We can put together several visualizations to create dashboards; this includes pivot table
visualizations shown in Figure 193. | often don't use pivot table visualizations, as the dashboard
creation tools can't manage the data. You have seen throughout the use of this tool that it has
been designed from the ground up to manage large amounts of data. That said, Syncfusion is
the designer of the Big Data Platform, so the excellent performance of the tool here isn't
surprising.
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Figure 193: Syncfusion Dashboard Designer Dashboard including pivot table visualization




Conclusion

At the start of this book, we were standing in the shadows of Hadoop on Linux. We were aware
that Hadoop for Windows was seen as a novelty in some circles, a fledging aspiration perhaps.
Now at the end of the book, would you say you felt the same? Why didn't we notice the
resources Microsoft spent integrating Hadoop into their Windows real estate? A cynic might say
Microsoft is cleverly "blurring the lines" by constantly releasing free software to Windows, Mac,
and Linux users and normalizing cross-platform software. It counters the notion that Hadoop
belongs to Linux, or SQL Server belongs to Windows. The 7,000,000 Linux users who
downloaded SQL Server for Linux further reinforces that.

A year ago, my first thought for a new tablet would have been an iPad. But I've recently taken
delivery of a Microsoft 2-in-1 cellular tablet, on which | was able to install Azure Data Studio and
connect to Hadoop. The introduction of the portable and mobile experience to Hadoop is built
into Microsoft strategy. Microsoft is constantly releasing new builds of these apps, so they are
certainly committed to them. Why should | have to use a heavy server or PC to access
Hadoop—who says things have to stay the same? Why can't | access it using an app with a tiny
80-MB install file? These innovations provide attractive new options for accessing Hadoop, and
they are available on Windows. Arcadia Data has released its software on the Windows
platform, and the INSTANT version is only 85 MB and allows fast connections to Hadoop.

Improvements and feature sets

Little can be done about Hadoop features available in Linux but unavailable in Windows.
Hadoop is not perfect and perhaps the time has come to say big data for Windows as opposed
to Hadoop for Windows. | say this as Microsoft are remixing Hadoop, creating components to
interact with it that are superior to the Hadoop Ecosystem. That an 80-MB app can run Hadoop
gueries with joins many times faster than Hive doesn't reflect well on Hadoop. With these new
Windows tools | don't need to use Sqoop or Hive, they can't do the things | want or they can't do
them fast enough.

Hadoop user Communities for Windows and Linux

| am as comfortable using the Syncfusion Big Data Platform on Windows as | am using
Cloudera CDH on Linux. While | can sell the idea of using Azure Data Studio to people for the
reasons l've given, it's harder to sell the idea of using more traditional Hadoop for Windows. It's
an additional advantage in that Azure Data Studio is available on Linux, Mac, and Windows, so
there's no “us and them” anymore. I'm further aided by the 7,000,000 downloads of SQL Server
for Linux by Linux users. So when | say Azure Data Studio uses SQL Server 2019, | already
have their attention. Someone at Microsoft is very clever at strategy, and it's certainly working.
Microsoft has doubled down on this with its free giveaway of Visual Studio Code on Linux, Mac,
and Windows.

SQL Server does not "belong"” to Windows anymore, and Hadoop does not "belong" to Linux.
The door has already been opened—you only need to walk through it!
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